1. Let $D = \{(x_i, y_i)\}_{i=1}^{5} = \{(-2, -1), (-1, -1), (0.5, -1), (1, +1), (2, +1)\}$.

   (a) Describe the parameter space of $w$ and $b$ for which the line $wx + b$ separates the positive and negative classes. (Hint: There are an infinite number of solutions – mathematically describe the entire set of solutions.)

   (b) Write down the parameters ($w$ and $b$) for the maximum-margin separator.

   (c) Consider the soft-margin SVM, where margin violations are penalized but not prohibited. Compute the optimal parameters ($w, b$) for the soft-margin SVM using the following slack penalties ($C$).

      HINT: Choose which points will be allowed to violate the margin constraint and find the max-margin separator among the remaining points. Repeat with different sets of points and choose the separator that has the lowest regularized hinge loss.

      i. $C = 5$
      ii. $C = 0.5$
      iii. $C = 0.05$

2. (a) Construct a neural network that represents the same classification function as the decision tree below. Specify the overall network structure, the activation function, and the parameters of each node.

   (b) Describe a general method for converting a decision tree to a 2-layer neural network that represents the same classification function. You may assume that the label and all attributes are binary.
(c) Consider a set of \( k \) decision trees, each of which can predict a label (+1 or -1) for any instance \( x \). Instead of using the prediction of any one tree, we could instead use all of them and predict the label that was most common. This is often referred to as an ensemble. For example, if there are 21 trees, 13 of them predict +1, and 8 of them predict -1, then the overall prediction for the ensemble is +1. Describe a method for converting an ensemble of decision trees into a single neural network that makes the same predictions. The resulting neural network should be linear in the total size of all decision trees in the ensemble.

3. In class we discussed the kernelized perceptron algorithm. Describe how to train a kernelized logistic regression model by replacing weights with weighted sums of instances.

4. Grads only. In order to minimize some cost functions in machine learning, a first step is to find the gradient of the cost function given the data and the current parameters. Please derive the closed-form gradient of multi-class logistic regression for the observed data point/label pairs \( \{(x_1, y_1), \ldots, (x_n, y_n)\} \), where \( x_i \in \mathbb{R}^d \) and \( y_i \in \{1, 2, \ldots, C\} \) (Hint: for multi-class logistic regression we have: \( p(Y = i|x, w_1, \ldots, w_C, b_1, \ldots, b_C) = \frac{e^{w_i^T x + b_i}}{\sum_{k=1}^C e^{w_k^T x + b_k}} \))

5. Grads only. Many discrete natural events follow a Poisson distribution. The Poisson distribution can be applied to systems with a large number of possible outcomes, where each one is rare. The Poisson distribution can also be used for the number of events in other specified intervals such as distance, area or volume. For example, the number of red cars that you have seen today has a Poisson distribution. The probability density function of a Poisson distribution is: \( p(X = x|\lambda) = \frac{\lambda^x e^{-\lambda}}{x!} \), where \( x \) is the random variable of interest (such as the number red cars that you have seen today), and \( \lambda \) is the parameter of the distribution.

(a) Suppose you have recorded the list of the number of red cars that you have seen each day for the last \( N \) days: \( x_1, x_2, \ldots, x_N \) (\( x_i \) is the number of red cars in the \( i \)th day). Derive a formula for estimating the parameter \( \lambda \) of the distribution of your observations by using the maximum likelihood estimation technique. (Hint: \( \frac{d}{d\lambda} \ln(\lambda) = \frac{1}{\lambda} \))

(b) Let the actual numbers that you have recorded for the last ten days be: \( \{6, 7, 7, 6, 5, 9, 9, 5, 8, 10\} \). What is the probability that tomorrow you will only see 3 red cars?