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Abstract—To exploit the power of modern heterogeneous multiprocessor embedded platforms on partitioned applications, the designer usually needs to efficiently map and schedule all the tasks and the communications of the application, respecting the constraints imposed by the target architecture. Since the problem is heavily constrained, common methods used to explore such design space usually fail, obtaining low-quality solutions. In this paper, we propose an ant colony optimization (ACO) heuristic that, given a model of the target architecture and the application, efficiently executes both scheduling and mapping to optimize the application performance. We compare our approach with several other heuristics, including simulated annealing, tabu search, and genetic algorithms, on the performance to reach the optimum value and on the potential to explore the design space. We show that our approach obtains better results than other heuristics by at least 16% on average, despite an overhead in execution time. Finally, we validate the approach by scheduling and mapping a JPEG encoder on a realistic target architecture.
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I. INTRODUCTION

Heterogeneous multiprocessor architectures are the de-facto standard for embedded system design [1]. To-day, to accelerate the different parts of the applications, they are usually composed of several general purpose, digital signal, application-specific processors and reconfigurable devices (e.g., field programmable gate arrays, FPGAs), interconnected through various communication mechanisms.

When developing such embedded systems, the designer has to determine when (scheduling) and where (mapping) the groups of operations (i.e., the tasks) and the data transfers (i.e., the communications) should be executed, depending on a set of constraints and dependences, in order to optimize some design metrics, e.g., the program execution time.

II. BACKGROUND

Scheduling and mapping are strongly interdependent and NP-complete problems [2]. So, they cannot be efficiently solved with exact algorithms and heuristic methods, able to find good solutions in reasonable time, are usually preferred. Several works [3]–[7] have appeared in literature to approach the scheduling and mapping of tasks and communications. Among them, stochastic search methods [3]–[5], often bio-inspired, which explore the design space and exploit the feedback from previous executions, have been recently demonstrated successful. Nevertheless, these approaches usually focus separately on one of the aspects and fail in obtaining good overall solutions due to the very constrained design space. Moreover, the few formulations that try to solve simultaneously multiple problems, work well for small instances but loose effectiveness when the size of the design space grows. General approaches, able to efficiently generate high-quality solutions for complex applications on the new generation of heterogeneous embedded architectures are definitely required.

In this paper, we present an algorithm, based on ant colony optimization (ACO) [8], that efficiently solves the scheduling and mapping of tasks and communications, to reduce the total execution time of the entire application given a model of the target architecture. Our approach, based on stochastic and heuristic principles, differs from previous works (e.g., [3]–[5]) since it is able to gradually construct multiple combinations of scheduling and mapping of tasks and communications, correct by construction, and searching around them, cutting out only the nonpromising zones of the design space.

The main contributions of this paper can be summarized as follows.
1) This paper presents an ACO algorithm that reduces the execution time of the application by exploring different solutions for mapping and scheduling of tasks and communications.
2) This paper proposes an approximation of this algorithm, introducing a multistage decision process which reduces the execution time of the exploration, maintaining a good correlation between the two problems.
3) This paper compares the proposed variants also with common heuristics and a mathematical formulation, demonstrating its effectiveness to approach such complex exploration on both synthetic and real-life benchmarks.
Finally, we also validate the applicability of our approach by scheduling and mapping a JPEG encoder on a heterogeneous MPSoC developed on a FPGA prototyping platform [9].

The rest of this paper is organized as follows. In Section II, we define and formalize the problem that we address in this paper. Section III discusses some background work, presenting and motivating the ACO heuristic. Section IV details our formulation, that is then evaluated in Section V. Finally, Section VI concludes this paper.

II. PRELIMINARIES

In this section, we present the basics of the problem that we address in this paper. In particular, we present the abstract model of the target architecture and the partitioned application. Then, we formalize the mapping and scheduling problem on these models.

A. Target Architecture

This paper targets a general architectural model $A$ for a heterogeneous multiprocessor system-on-chip (MPSoC), composed as follows:

$$A = P \cup C$$

where $P$ is the set of processing elements (executing the different parts of the application) and $C$ is the set of communication components (performing the data transfers). A simple example is shown in Fig. 1 and it is composed of four processing elements, that communicate through a single system bus.

As in the formulation of the multimode resource constrained scheduling problem [10], each component of the architecture has a set $Q$ of resources associated. These resources are then classified into two different classes: 1) renewable resources $\mathcal{R}$, which return fully available after having been used; and 2) nonrenewable resources $\mathcal{N}$, for which the quantity consumed by the execution of a job cannot be replaced. For example, the area of hardware components (e.g., FPGAs) is considered nonrenewable if the functionality cannot be reconfigured. The local memory of a processor is usually renewable, since it can be reused after a task has been completed. However, when specific allocation policies are adopted (e.g., static allocation), it can become nonrenewable.

In Fig. 1, we assume that the processors $P_0$, $P_1$, and $P_2$ have the renewable resources (e.g., data memories) $q_0$, $q_1$, and $q_2$, respectively. The resource $q_3$ of the processor $P_3$ behaves as nonrenewable (e.g., a memory with a static allocation policy). Therefore, each component $a_k \in A$ has associated, for each resource $q \in Q$, a total amount of available resources $A_{q,k}$, that represents its capacity with respect to that resource. Tasks can be allocated on the components whose requirements of resources can be satisfied. In the given example, we can assume that four units are available for each resource on each component of the architecture.

Scheduling and mapping of an application should take into account additional details of the target architecture. First, we consider resource sharing, where a single implementation could be able to execute different instances inside the application. This happens, for example, when a hardware implementation is exploited by different tasks or when different software tasks exploit the same object code. In both cases, the resources (hardware area and instruction memory) are consumed only once. This requires to identify the tasks (or communications) that can share the implementations and correctly manage the constraints on the resources. Then, in this paper we target architectures like the one shown in Fig. 1, where each processing element features local memories. In particular, when a task starts its execution on a processing element, the incoming data are read from the corresponding local memory. When the task ends, the produced data are transferred to the local memory of the processing elements of the successor tasks through a direct memory access (DMA). As a consequence, data dependent tasks mapped on the same processor do not generate any communication overhead since a data transfer is not required [11]. Otherwise, the communication is performed through one of the system busses and, through DMA, the communication may be overlapped with processing. In this way, only one actual data transfer is associated with each communication. However, the extension to other communication models [12] is straightforward. For example, with shared memories, two actual data transfers will be considered: from the source local memory to the shared memory and from the shared memory to the target local memory. In this paper, we assume that the communication model is the same for all the data transfers.

We also assume that the execution time of the communication only depends on the quantity of data and on the performance of the component used for the communication and not on the processing elements that are involved.

B. Application Model

The mapping and scheduling problem requires to model the multitask application to be executed on the target architecture as a directed acyclic graph (DAG). A DAG is a graph $G = (T, E)$, without feedback edges, where vertices $T$ and $E$ represent groups of instructions (tasks), and the edges $E \subseteq T \times T$ the dependences among them, respectively. An edge $e(t, t') \in E$ implies that the task $t$ can be executed only after the task $t'$ and the data transfer associated with this edge have been completed. Each edge is also annotated with the amount of data exchanged from the source task to the target one. A simple example of such a task graph is shown in Fig. 2.
Similar graphs represent data-flow dominant specifications that mainly refer to scientific and multimedia applications with high-parallel computation on large blocks. In this case, their behavior can be statically predicted and, thus, the optimization can be performed off-line to efficiently reduce the application execution time. On the other hand, simple control constructs, such as function calls or countable loops, can be managed inlining the function or completely unrolling the loop body, respectively. This can greatly enlarge the application representation but allows to efficiently optimize, for example, the different iterations of one or more parallel loops [13]. Moreover, since large blocks have usually to be transferred from one stage to the other, efficient mapping and scheduling of communications have to be necessarily addressed.

Let \( G = (T, E) \) be a DAG associated with an application and \( A \) the target architecture for its execution, which resources \( Q \) are classified in the set \( \mathbb{R} \) of renewable and the set \( \mathbb{N} \) of nonrenewable ones.

A job \( j \) is defined as an activity to be performed on a component of the architecture. Thus, each task \( t \) is represented by a single job and, based on the adopted model of communication, one or more jobs are associated with each data transfer \( e_{ij} \).

Thus, the entire application can be represented by a set \( J \) of jobs to be executed on the components \( A \) of the architecture.

An implementation point \( i \) is defined as a particular combination of resources and time required for the execution of a job \( j \) on a component \( a_i \) of the architecture. In fact, each job can have different implementations, not necessarily on all the components.

For example, tasks cannot be assigned to communication components and vice versa. Moreover, some processing elements could not be able to execute some tasks. For example, a task cannot be implemented in hardware if it contains constructs that cannot be synthesized. Different combinations of area and execution time are usually generated for hardware solutions. Software compilers can also produce different versions of the code, enabling different optimizations and resulting in different tradeoffs between code size and performance.

The set \( I \) contains all the implementation points available for the set of jobs \( J \) on the architecture \( A \). Table I shows some examples of implementations. They represent the requirements in terms of time (i.e., clock cycles) and resources for all the tasks on the processing elements of the architecture. For each task, we have two different implementations on the component \( P3 \) (i.e., two different tradeoffs for the requirement of the resource \( q_i \)).

The function \( f : I \rightarrow A \) returns the component corresponding to each implementation point. Note that, with this formulation, the constraint on the maximum number of components that can be used is satisfied by construction. In fact, it is not possible to assign a job to components that are not into the architecture, since the corresponding implementation points will not be generated. Different jobs can also share the same implementation point, modeling the resource sharing.

The function \( \delta : I \rightarrow \mathbb{N} \) associates with each implementation point \( i \in I \) the execution time for the related job on the associated component \( a_i = \gamma(i) \).

The function \( \sigma : I \times \mathbb{Q} \rightarrow \mathbb{N} \) associates with each implementation point \( i \in I \) and resource \( q \in \mathbb{Q} \) the quantity of resource required to implement the job on the admissible component \( a_i = \gamma(i) \). Note that the implementation point \( i \) is generated only if the requirement by the component, i.e., \( \sigma(i, q) \leq A^i_j \) where \( a_i = \gamma(i) \).

These values, associated with each implementation point, can be obtained by estimation methods, by simulation, or by static or dynamic profiling the code of each task or communication on the target architecture.

C. Problem Definition

Let \( J, A, \) and \( I \) be the set of jobs of the partitioned application, the abstract description of the target architecture and the set of all the available implementation points, respectively.

The mapping is defined by the function \( M : J \rightarrow I \) that associates each job \( j \in J \) with the proper implementation point \( i \in I \) for the execution. On the other hand, the scheduling is defined by the function: \( S : J \rightarrow N \) that associates each job \( j \in J \) with its start time.

In this paper, we focus on the optimization of the overall execution time of the application, that is the make-span. In particular, each job \( j \), assigned to the implementation point \( M(j) = i \), completes its execution at time:

\[
H_j = S(j) + b(i). \tag{2}
\]

The make-span \( Z \) is thus the overall execution time of all the jobs \( J \) on the architecture \( A \), and it is defined as:

\[
Z = \max(H_j) \quad \forall j \in J. \tag{3}
\]

Considering these equations, it is clear that the make-span depends on the start time of each job and the time spent for its execution on the component where it has been assigned. It is worth noting that other metrics (e.g., power consumption) can be optimized designing similar objective functions.

To reduce the make-span, the tasks should have been ideally assigned to the implementations where they complete with the minimum execution time. However, the solution has to satisfy additional constraints. First, the mapping is considered feasible iff:

\[
\sum_{j \in J} \sigma(M(j), q) \leq A^q \quad \forall q \in A, q \in \mathbb{Q} \quad \forall j \in J \tag{4}
\]

that is, the requirements of nonrenewable resources \( \mathbb{N} \subseteq \mathbb{Q} \) should not exceed the available capacity on each component. Note that this equation also takes into account the resource

<table>
<thead>
<tr>
<th>Task</th>
<th>P0</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>8</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>B</td>
<td>3</td>
<td>5</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>C</td>
<td>4</td>
<td>6</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>D</td>
<td>8</td>
<td>1</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>E</td>
<td>10</td>
<td>5</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>F</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>2</td>
</tr>
</tbody>
</table>

Two different tradeoffs are available for P3.
sharing. In fact, if different tasks are assigned to the same implementation point, the requirements of resources for the single implementation are considered only once.

On the other hand, the schedule is considered valid (i.e., the execution is correct) iff each job starts its execution only when its direct predecessors have been completed and when its component is free. Then, the following constraint has always to be satisfied:

$$\max[H_j, \text{avail}(a_k)] \leq S(j) \quad \forall j \in \text{prec}(j) : a_k = \gamma(M(j))$$

where $S(j)$ represents the start time of the job $j$ assigned, through the mapping $i = M(j)$ to the component $a_k = \gamma(i)$, $H_j$ the end time of the job $j$, $\text{prec}(j)$ contains all the directed predecessors of job $j$, and the function $\text{avail}(a_k)$ returns the time when the component $a_k$ is available. This equation can also be rewritten as

$$\max[S(j') + k(M(j')), \text{avail}(a_k)] \leq S(j) \quad \forall j' \in \text{prec}(j) : a_k = \gamma(M(j'))$$

where we underline that the end time of a predecessor job is strictly related to its mapping and its start time.

Equation (6) shows that the mapping and scheduling problems are strongly interdependent. In particular, the possibility of a job to start is strictly related not only to its own mapping, but also to the mapping of the jobs that have been executed before. For example, consider two jobs $j'$ and $j$ without any dependence, where $j'$ has been already mapped and scheduled on component $a_k'$. If the job $j$ is assigned to the same component ($a_k = a_k'$), it will be sequentially executed after the job $j'$. Instead, if the jobs are assigned to different components ($a_k' \neq a_k$), they can run in parallel. In this case, the order of execution of the (mapped) jobs can affect the availability of the resources and the quality of the results. Thus, mapping and scheduling have to be necessarily considered at the same time. In particular, the mapping should try to expose the maximum parallelism among the different jobs, limiting the contention on the resources, and different orderings for scheduling the jobs should be explored.

III. RELATED WORK

Many different approaches on mapping, scheduling and communication synthesis have appeared in literature for the development of applications onto multiprocessor embedded systems, with different models for the applications and formulations for the problems.

Besides DAGs, alternative models have been proposed. In particular, conditional task graphs have been introduced to optimize control-intensive applications and to exploit resource sharing [14] and voltage scaling [15] between mutually exclusive implementations. Since the behavior cannot be statically predicted, they usually attempt to optimize the average or worst-case execution time of the application, instead of the make-span. The proposed formulation can be easily adapted to this model, just by modifying the definition of the make-span and considering the mutual exclusion into the constraints for valid schedulings and feasible mappings. Cyclic or hierarchical task graphs [16] have been proposed to represent partitioned applications with feedback dependences. However, to determine an off-line schedule, the number of iterations has to be known in advance and, thus, DAGs can be obtained through loop-unrolling [13]. On the other hand, unrolling iterations introduces a large number of tasks into the representation and, for this reason, efficient and scalable methods for mapping and scheduling DAGs become crucial.

Scheduling and mapping approaches can be classified as on-line and off-line algorithms. In this paper, we focus only on the latter since, with these approaches can obtain superior results, exploring a larger portion of the design space. Niemann and Marwedel [11] presented an integer linear programming (ILP) formulation to derive the optimal solution for the mapping and scheduling problem on DAGs, considering heterogeneous architectures and communication costs. However, multiple implementations are considered only for hardware solutions and different communication models are not supported. Our formulation is thus more general and, considering renewable and nonrenewable resources, we are able to approach a larger class of target platforms with different constraints. Furthermore, we consider multiple implementations also for software solutions, that is crucial when, for example, there are limits on the memory size. Unfortunately, mapping and scheduling an arbitrary DAG onto a system with limited resources is NP-complete and, thus, common approaches rely on heuristics to find near-optimal solutions in a reasonable time. Moreover, they often decompose the problem into subproblems, i.e., separating the mapping from the scheduling. In particular, different algorithms aim to find the best start times for each one of the tasks, which mapping is given. This problem has been widely studied [17] and, besides exact formulations [18] that are impractical for large designs, list-based algorithms are usually adopted to determine a heuristic solution. These algorithms exploit a priority list to determine the order in which the operations are scheduled. Several methods are thus applied to explore only the scheduling by finding the best priority list, including optimization heuristics like simulated annealing (SA), tabu search (TS) [19] and genetic algorithms (GAs) [20]. We exploit the same concept to determine the priority values for the different jobs. It is proven [21] that these exploration algorithms, exploring different alternatives, outperform one-shot heuristics, despite a longer elaboration time. Thus, they are usually preferred when the scheduling can be performed off-line. Other algorithms, instead, explore only the mapping by determining the best processing elements for the tasks and evaluating each solution with a deterministic scheduling algorithm. Heuristic search methods, like GAs [3], TS and SA [4], [5] have been demonstrated to obtain better results also for this problem. The Kernighan–Lin–Fiduccia–Mattheyses heuristic has also been successfully adopted [22], but with higher complexity and execution times than the other methods. All these approaches, without considering the correlations, potentially lead to suboptimal solutions and, when applied to hardly constrained design spaces, they can easily lead to constraint violations and unfeasible solutions. In general, returning in the space of the feasible solutions requires recovery mechanisms [23] that usually introduce a bias and limit the exploration.
Different methods have been exploited for the communications during the system-level synthesis [23]–[25] and design space exploration [26], [27]. Some works only attempt to minimize the transfers [4], [28] between the different groups of tasks, without considering bus contention. Other works exploit the communication synthesis during the definition of the architecture, usually attempting to meet the performance requirements by generating also complex communication infrastructures if needed (e.g., [26] and [27]), or by analyzing the communications independently from the synthesis of the components [29]. In our formulation, the bus contention has to be approached only with an efficient scheduling and mapping of the communications, since we cannot modify the architecture. Yen and Wolf [12] presented a classification of the different communication models and integrated their synthesis while defining the architecture, with relocation of tasks and communications on the different components. Differently from many existing works that focus on a single model (e.g., [4], [5], [23], and [28]), we are able to support platforms with all the communication models presented in [12] and, through the communication jobs, effectively determine the communication configuration for the application. Moreover, few works (e.g., [24]) consider the resource requirements for the communication links and different implementations are usually not explored for the communications.

In conclusion, we definitely require constructive methods that are able to efficiently explore all the dimensions of the problems to obtain efficient implementations for the applications on a large class of target platforms.

A. ACO

An ACO is a modern technique, based on a stochastic decision process, originally introduced [8] for the traveling salesman problem. It has been inspired by the cooperative behavior of ants when searching for food. In particular, all the ants start from their nest going in random directions, depositing a trail of pheromone. As time goes by, the shortest path to the food will contain more and more pheromones, motivating the other ants to follow this path instead of longer routes. The pheromones updated through different policies [30]. In general, the pheromones are updated as follows:

$$\tau_{x,y} = (1 - \rho) \tau_{x,y} + \epsilon$$  \hspace{1cm} (8)

where $\rho$ is the evaporation rate (i.e., a parameter that controls how fast the pheromones are reduced) and $\epsilon \neq 0$ iff the decision is contained into the best solution. $\epsilon$ is a term usually proportional to the quality of the solution to maintain consistency among different iterations. In this way, only the best choices are reinforced and the others are penalized through evaporation. The best overall solution can be thus identified when the global heuristic will become dominant with respect to the local one. Moreover, since the probability in (7) is generated only for admissible choices, the algorithm is able to avoid the decisions that would violate a constraint, reducing the number of unfeasible solutions.

Recently, the ACO has been demonstrated superior to TS, GA, and SA for both the standard [31] and the multimode [32] resource-constrained scheduling problem. Different works extended this formulation to the embedded systems design, considering mapping and scheduling separately [33], [34] or simultaneously [35]. However, these formulations are able to approach only specific subproblems of our formulation. In fact, in [33], the authors propose algorithms for time and resource-constrained scheduling for high-level synthesis, that, exploiting the Min-Max update heuristic, determine the priorities for the scheduling or the resource allocation. They also discuss an extension for supporting multiple modes and constraints due to nonrenewable resources, but communications are not considered. On the other hand, the same authors in [34] apply the methodology to assign application tasks to the processing elements of a heterogeneous multiprocessor with reconfigurable logic. However, their approach uses the ACO only for task mapping, and then schedules the resulting task graph with priority values obtained with a standard heuristic (i.e., mobility and total tardiness). This means that they explore different mapping solutions, but only one scheduling is obtained for each of them. In [35], the ACO aims at reducing the power consumption of the system, with a proper allocation of the tasks. However, all the components are considered as renewable and the constraints that may be imposed by the target architecture (i.e., area of the hardware devices) are not considered. Moreover, multiple implementations are not considered, as long as the communications. In conclusion, there is no formulation of ACO for the concurrent mapping and scheduling of heterogeneous embedded systems that is able to consider also communications and multiple implementations for each job to be performed.

IV. PROPOSED METHODOLOGY

In this section, we detail our ACO-based algorithm to perform the mapping and the scheduling of both tasks and communications on a heterogeneous MPSoC. First, we outline the overall methodology and we discuss how the concept of pheromone trails is applied to the specific problem. Then, we apply it to the illustrative example introduced in Section II and, finally, we discuss some problem-specific optimizations.

A. Methodology Overview

Our proposal separates the construction of the solution from its evaluation. In fact, to determine the effective start time of
each task, we need to know when the incoming communications have been completed, if needed. However, due to the assumptions of the communication model, a communication between two data-dependent tasks is needed and, thus, it has to be analyzed only if the related source and target tasks have been assigned to different components. For this reason, in the first step, each ant gradually constructs the solution, choosing one job after the other, assigning it to a proper implementation point and analyzing the communications only after the related source and target tasks. Then, the evaluation of the obtained solution is based on the serial generation scheme schedule [31], that constructs a complete solution respecting the precedences and following a priority rule. In particular, the priority values correspond to the order in which the jobs have been selected by the ant, allowing to explore different scheduling solutions along with the job assignments to the implementation points. The pseudo-code of our formulation is described by Algorithm 1.

In detail, given the input task graph, the algorithm generates an initial solution (line 1), for example, by assigning all the task jobs to the same component, provided that it is able to execute all of them, and all the communications to the associated local memory. It represents a fully-software feasible solution; its make-span $Z_0$ is used to initialize the current best solution (line 2) and the pheromone values (line 3), with an appropriate value ($1/Z_0$) to better scale the problem. After initializing the pheromones, the first colony of ants is launched (line 4). Each ant $l$ is initialized (line 5) with the job assignments to the implementation points. The pseudo-code of our formulation is described by Algorithm 1.

1. generate initial solution
2. $Z \leftarrow Z_0$
3. initialize pheromone values with $1/Z_0$
4. for each ant $l$ into the colony $L$ do
   5. initialize candidate
   6. while candidate is not empty do
      7. select and assign job $j$ to $l$
      8. update candidate
   9. end while
10. estimate solution
11. if $Z_l < Z^*$ then
12. $Z^* \leftarrow Z_l$
13. end if
14. end for
15. if exploration is not terminated then
16. update pheromone values
17. perform random move with probability $p_r$
18. return to 1
19. end if
20. return $Z^*$

A good local heuristic suggests decisions when the global reinforcements are similar and, thus, drives the search to good solutions from the beginning, allowing faster convergence time. To compute the local heuristic $\eta_{d,i}$, we exploit information about the utilization of the resources. In particular, let $\text{avutil}(a_k)$ be the sum of execution times of the jobs assigned to a component $a_k$, and $H_j^i$ the finishing time of $j$ in this data-structure, we compute the local heuristic $\eta_{d,i}$ as follows:

$\eta_{d,i} = \max(H_j^i - \text{avutil}(a_k)) + \delta(j)$ (10)
where \( f \) represents the predecessors of \( j \) and \( h(i) \) the execution
time of the job \( j \) if executed on the component \( a_i = \gamma(i) \). This
metric generates larger probabilities for the combinations of
jobs and implementation points that should be able to com-
plete their execution as soon as possible, given the estimated
availability \( \text{avail}(a_i) \) of the target resource \( a_i \). Obviously,
the information is not complete. In fact, since the communications
between \( f \) and \( j \) will be analyzed in the following, the related
mapping and scheduling can lead to a very different solution.
In that case, the final solution evaluation will penalize
this decision, reducing the corresponding global heuristic and
avoiding to take again this decision in the future.

Note that, if the job \( j \) cannot be assigned, at step \( d \), to the
implementation point \( i \) (i.e., the corresponding requirements
of resources cannot be satisfied), that combination will not
be considered in the roulette wheel (i.e., \( p_{d,j,i} = 0 \)), avoiding
decisions that would lead to an unfeasible solution.

After the ants of a colony have constructed their solutions,
these are ranked. Then, the mapping and scheduling choices of
the best solution of the colony, along with the current overall
best solution of the optimization process, are reinforced. In
particular, the pheromones are updated as
\[
\tau_{d,j,i} = \tau_{d,j,i} + \epsilon, \quad \text{where } \epsilon = \rho \ast \tau_{d,j,i},
\]
if the decision is
contained into the best solution, having make-span \( Z^* \), and \( \epsilon = 0 \) otherwise.

C. Illustrative Example

In this section, we apply our methodology to generate and
evaluate an ant solution for the task graph in Fig. 2 on the
target architecture in Fig. 1, based on the annotations in
Table I. In this example, we assume, for simplicity, that 1) the
communication delays equal to a single time unit (i.e., the
bus takes one cycle to transfer a unit of data); and 2) tasks do
not share implementation points.

In our algorithm, the ant initializes the candidate set (line 5
of Algorithm 1) with the jobs that have no dependences (e.g.,
\( A, B, \) and \( E \) as shown in Fig. 3). Then, we have to select
and assign a job to an implementation point for the execution.
At the beginning the requirements for all the implementations
can be satisfied by the components. Thus, at step 1, the ant
can choose among 15 different combinations of jobs and
implementation points, which probabilities are generated based
on (9). Since a roulette wheel selection is performed (line 7),
the selected combination is not necessarily the one with the
highest probability. In our example, we assume that the ant se-
lects \( A \) to be implemented on \( i_2 \) (i.e., the first implementation
on \( P_3 \)) and, thus, the related resource is reduced to two units
since it is nonrenewable. No incoming communications are
required by \( A \) and the candidate list is updated only with \( C \) that
becomes available (line 8). Now, only two units of the resource
\( q_b \) are available on \( P_3 \). When, in step 2, the new probabilities
are generated, the probability related to \( i_2 \), which requires
three units, is not generated, avoiding the ant to select that
combination. Let us assume that the ant selects \( C \), assigning it
to the implementation \( i_2 \). There is a communication among
\( A \) and \( C \), but these are both assigned to the same component.
Therefore, this communication will be directly assigned to the
associated local memory and not considered as a candidate
job. At step 3, only \( B \) and \( E \) are available. There is only one
unit of resource \( q_1 \) on \( P_3 \), so only the implementations \( i_{3,4} \)
and \( i_{4,5} \) are admissible on \( P_3 \). The ant selects \( B \) on \( i_{3,4} \) and,
since \( A \) and \( B \) have both been analyzed, \( D \) becomes available.
So, at step 4 the ant may choose among \( D \) and \( E \) with all the
implementations for renewable resources (i.e., \( i_{5,6}, i_{5,7}, i_{5,8}, i_{5,9}, i_{5,10}, \) and \( i_{5,11} \)) and only with the implementations \( i_{1,2} \) and
\( i_{2,3} \) for the resource \( q_1 \), i.e., the ones which requirements
can be satisfied. The ant selects \( E \) and assigns it to \( i_{5,10} \), and, at step
5, \( D \) is the only job in the candidate set. The ant assigns this
job to the implementation \( i_{5,11} \). \( D \) requires two data transfers,
and consequently the two jobs \( (A, D) \), and \( (B, D) \) are added
to the candidate list. Now the candidate set is composed of the
jobs \( F, (A, D), \) and \( (B, D) \). The communication \( (A, D) \)
is then selected at step 6 and task \( F \) is assigned to \( i_{5,12} \) at
step 7. At this point, \( (B, D) \), \( (C, F) \), \( (D, F) \), and \( (E, F) \) are
available and, in the remaining steps, the ant selects \( (E, F), (B, D), (C, F), \) and \( (D, F) \), respectively.

The resulting trace is shown in Fig. 3. Note that the step
in which each job has been selected will correspond to the
priority value for its scheduling. The associated make-span can
be thus obtained by considering these priority values, as shown
in Table II. In particular, at each step, the job with higher
priority will be selected and scheduled. For example, starting
from the first set of candidates, the task with higher priority is

---

**Table II**

<table>
<thead>
<tr>
<th>Step</th>
<th>Candidate Set</th>
<th>Scheduled Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(3)–B, (4)–E, (5)–B</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>(3)–B(5)–E(4)–A, D(6)</td>
<td>C</td>
</tr>
<tr>
<td>3</td>
<td>B(3)–E(4)–A, D(6)–C, F(10)</td>
<td>B</td>
</tr>
<tr>
<td>4</td>
<td>E(4)–A, D(6)–B, D(9)–C, F(10)</td>
<td>E</td>
</tr>
<tr>
<td>5</td>
<td>A, D(6)–E, F(6)–B, D(9)–C, F(10)</td>
<td>A, D</td>
</tr>
<tr>
<td>6</td>
<td>E, F(6)–B, D(9)–C, F(10)</td>
<td>E, F</td>
</tr>
<tr>
<td>7</td>
<td>B, D(9)–C, F(10)</td>
<td>B, D</td>
</tr>
<tr>
<td>8</td>
<td>D(5)–C, F(10)</td>
<td>D</td>
</tr>
<tr>
<td>9</td>
<td>C, F(10)–D, F(11)</td>
<td>C, F</td>
</tr>
<tr>
<td>10</td>
<td>D, F(11)</td>
<td>D, F</td>
</tr>
<tr>
<td>11</td>
<td>F(7)</td>
<td>F</td>
</tr>
</tbody>
</table>
A, that starts at time $0$ on $P3$. After executing $A$, the candidate set should be updated with the upcoming communications ($A, C$) and ($A, D$). However, $A$ and $C$ have been assigned to the same resource and the communication $A, C$ is not needed. Instead, $C$ is directly added to the candidate set, along with ($A, D$). This procedure is iteratively applied for all the jobs inside the application specification, until the candidate set is empty. The overall make-span is, thus, $12$ time units long.

It is worth noting that different ant traces correspond to different ordering and, thus, different scheduling solutions. In fact, for example, if the ant had selected ($B, D$) before ($A, D$) at step $6$, $D$ could have started only at time $7$. In fact, ($B, D$) could start at time $5$ and ($A, D$), that would have a lower priority, only at time $6$, i.e., when the bus returns free. This shows how the scheduling of the communications can affect the final performance of the application and how the proposed approach can explore different combinations.

### D. Problem-Specific Optimizations

To reduce the memory requirements of the pheromone structure and, thus, the elaboration time, we also introduced a 2-stage decision process for the ant. In particular, two matrices are created to store the pheromones and, at each scheduling step, two probabilities are calculated. Instead of performing the probability extraction on all the combinations of candidate jobs and the related implementation points, we initially allow the ant to select the job to schedule among the candidate ones, using the formula

$$
\rho_{ij}^m = \frac{[\tau_{ij}^\text{m}]^\alpha}{\sum_{j'}([\tau_{ij'}^\text{m}]^\alpha \times [\eta_{ij'}^\text{m}]^\beta)}
$$

which represents the probability that $j$ is selected at the decision point $d$, where $\eta^\alpha$ and $\tau^\beta$ are the local and global heuristics specific for the scheduling problem, respectively. In our implementation, $\eta^\text{m}$ is a linear combination of the mobility and the average execution time of the job on all the admissible target units. This provides a way to choose the jobs with lower mobility (i.e., higher impact on the critical path) or with a larger use of resources. The key idea is that, later, it is easier to find place for small or short jobs. In the same step, the ant decides the implementation point assigned to the selected job $j$ with the formula

$$
\rho_{ij}^p = \frac{[\tau_{ij}^\text{p}]^\epsilon}{\sum_{j'}([\tau_{ij'}^\text{p}]^\epsilon \times [\eta_{ij'}^\text{p}]^\beta)}
$$

which expresses the probability to map $j$ on the implementation point $i$. $\eta^\beta$ and $\tau^\epsilon$ are the local and global heuristics specific for the mapping problem, respectively. $\eta^\text{p}$ is a linear combination of the execution time of the job $j$ on the implementation point $i$ and a metric representing the global use of this component with respect to the number of candidate jobs.

The main advantage of this 2-stage decision process is the reduction of the number of probabilities generated and the dimension of the pheromone structure. In fact, with this approach, two smaller pheromone structures are used. In particular, instead of the matrix of $|J| \times |J| \times |I|$ elements, two matrices are defined: 1) one pheromone structure for the scheduling, of size $|J| \times |J|$, and 2) one pheromone structure for the mapping, of size $|J| \times |I|$. The reduction of the complexity of the algorithm can also be verified in the previous example, where, for example, at step $9$ the number of probabilities is reduced from $15$ to $8$. In fact, three probabilities are generated to select the job inside the candidate set and, then, five mapping probabilities are generated for the selected job, one for each implementation point.

Furthermore, these two matrices are updated at the end of each generation with a different formula for each pheromone structure. In particular, the pheromones are updated for the scheduling as $\tau_{ij}^\text{m} = (1 - \rho^\epsilon) \times \tau_{ij}^\text{m} + \rho^\epsilon$ and for the mapping as $\tau_{ij}^\text{p} = (1 - \rho^\beta) \times \tau_{ij}^\text{p} + \rho^\beta$ where $\rho^\beta = \rho^\beta + \frac{1}{|J|}$ and $\rho^\epsilon = \rho^\epsilon + \frac{1}{|I|}$, if the decisions are contained into the best solution, which make-span is $Z^\star$, and $\rho^\beta$, $\rho^\epsilon$ are the evaporation rates for the two structures. Nevertheless, with this formulation, the information is spread into two different matrices and the correlation among the two decisions could be affected. This issue will be experimentally evaluated in the following section.

Finally, we added an enhancement, that is the forgetting factor [31], to reduce the possibility of converging to local minima. In particular, at the end of each colony, with a low probability, the heuristic substitutes the current best solution with the best trace of the current colony, even if it is worse. Obviously, the overall best is preserved, in case no other better solutions are found. The idea is that, if there are no other interesting points in the neighborhood of the current overall best, the algorithm reached a minimum and the evaporation rate slowly forces all the ants to converge to it. If it is only a local minimum, this may early cut out the possibility to find better solutions in other regions of the search space.

### V. Experimental Evaluation

We implemented the methodology in C++ inside the PandA framework [36] and then evaluated our algorithm by applying it to several synthetic test cases and a real-life example (smartphone) on realistic models of target architectures. We compare our approaches (i.e., with one or two stages in the decision process) with three other common heuristics for the same problems in terms of time and number of evaluations requested to reach the optimum value, quality of the exploration results and overall execution time of the approaches. Finally, to validate the effectiveness of the methodology on real-world applications, we applied our algorithm to develop the JPEG encoder on a real platform.

**A. Experimental Setup**

We evaluated our approach on synthetic task graphs and on real-life benchmarks. In particular, we randomly generated several realistic task graphs using task graph for free [37],
which also allows the specification of a model of the target architecture. In the first experiments, the architecture, namely A1 and shown in Fig. 4, is composed of four processing elements: a Digital Signal Processor (DSP), an ARM processor and a Virtex-II PRO XC2VP30 FPGA, that integrates a PowerPC (PPC) processor. We did not exploit partial dynamic reconfiguration and, thus, a task mapped on the FPGA cannot be removed. The area of the FPGA thus represents a nonrenewable resource. The processing elements communicate through a DMA engine and, for the reconfigurable logic, we adopted a model similar to [6]. In particular, the tasks access a common memory (e.g., FPGAs internal memories, block RAMs) through an internal shared bus, which makes the access times independent of the placement of the tasks and negligible with respect to external transfers. Examples of similar platforms are the NXP Nexperia [38], the TI OMAP [39] and the latest ATMEL DIOPISS [40], adopted by several European Projects [41], [42] as target platforms with the same assumptions. For each task, performance annotations are generated on each component of the target architecture. In particular, each task takes 1600 ± 150 clock cycles on the ARM, 1000 ± 400 cycles on the DSP, 2100 ± 700 cycles on the PPC and 360 ± 100 cycles on the FPGA. For the FPGA, which total available area has been configured to 15 360 slices (i.e., basic configurable elements of Xilinx FPGAs), each task occupies a different amount of logic elements based on the problem size (e.g., from 7000 ± 1300 slices for smaller benchmarks to 500 ± 50 slices for larger ones). Finally, each edge is annotated with a quantity of data (300 ± 75) to be transferred.

We also applied our approach to a real-life example, that is the smartphone [43]. This benchmark is based on four publicly available applications: a GSM encoder/decoder, an MP3 decoder and a JPEG encoder. For the GSM and the MP3 applications, we target an architecture, namely A2, composed of three processors and two dedicated components, with realistic annotations for both tasks execution and data transfers [43].

Finally, for the JPEG encoder, we target a FPGA prototyping platform A3 [9] composed of one PPC, three Microblaze (MB) processors and an area dedicated to hardware accelerators. For this benchmark, an example of task graph is shown in Fig. 5 and the related annotations, provided through profiling of the source code on the target platform, are reported in Table III. Each communication transfers the same quantity of data, so the related costs are fixed at 3 600 000 cycles per edge.

To compare the approaches proposed in this paper, we adapted some well-known heuristic methods to deal with multiple implementation points and with communication jobs.

1) ILP: We implemented a mathematical formulation that combines [10] and [11]. In particular, it deals with renewable and nonrenewable resources instead of software and hardware ones and with the mapping on implementations rather than components. We used Coin-Or [44] to solve the instances associated with the benchmarks.

2) ACO: This is the approach proposed in this paper and described in Section IV, both 1-stage and 2-stage. In the 1-stage process, a = b = 1 (i.e., the weights for local and global heuristics) were used and the evaporation rate has been set to μ = 0.015. In the 2-stage process, a = b = 1 were used along with different evaporation rates for the scheduling (ρs = 0.025) and the mapping (ρm = 0.015). The colony is composed of 10 ants for both the approaches.

3) SA: The SA [4] is an adaptation from the neighborhood search (NS), a hill-climbing algorithm. Unlike NS, the SA can accept inferior solutions during its search according to a probability function. This probability starts high, and gradually drops as the temperature is reduced. When the temperature drops below a certain threshold, the algorithm ends. Among several cooling schedules, we adopted the geometric schedule (\( T_{\text{new}} = aT_{\text{old}} \)). The initial temperature \( T_{\text{start}} \) is set to 250 and \( T_{\text{end}} \) to 0.001 (\( a = 0.99 \)).

4) TS: The TS [4] is another adaptation from the NS, that, instead, exploits a search history as a condition for the next moves. When generating new solutions, the TS checks its short history, that is the best solutions found so far, and decides whether to accept a new solution or not. The tabu list is released when the temperature drops below a certain threshold, the algorithm ends. The colony is composed of 10 ants for both the approaches.

5) GA: A GA [45] similar to [23] has been implemented using the Open Beagle framework [46]. In our formulation, the crossover operator combines two parents solutions into an offspring one, with a certain probability \( P_{c} \) (set to 0.70). Basically, crossover aims at exploiting the best features of two existing solutions to generate a new good solution. For the mapping, crossover is implemented as a standard single point crossover, that mixes the bindings of the jobs, and as a one-point topological crossover for what concerns the list of priorities. The mutation operator explores the design space.
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Table IV shows that our approaches (columns ACO 1-stage and ACO 2-stage) can reach the optimum values much faster than the other heuristics, both in terms of execution time and number of evaluations. Moreover, both ACO variants reach the ILP values in more cases and perform better than the other search methods also when they are not able, due to the complexity of the exploration, to reach the ILP values (i.e., S7–S12). Moreover, the 2-stage ACO seems able, due to the complexity of the exploration, to reach the optimum value. We generated 12 relatively small benchmarks, namely S1–S12 in Table IV, varying the number of tasks and the maximum number of incident edges (column Degree). Then, we computed the optimum value (column ILPOpt.) with the ILP formulation with a time constraint of 12 h. When the problem size grows over the 30 jobs (S9–S12), ILP reaches a value that is not proven to be optimal and, thus, we reported the obtained values. Finally, we applied the different exploration methods to these benchmarks and, for each of them, we measured the time (column Time), in seconds, and the number of evaluations (column #Eval) needed to reach the value computed by ILP. Average results, along with relative standard deviation (RSD) (i.e., the dispersion of the results obtained in the different runs from the average), are reported when the heuristics were not able to reach these values within 100 000 evaluations.

The results in Table IV show that our approaches (columns ACO 1-stage and ACO 2-stage) can reach the optimum values much faster than the other heuristics, both in terms of execution time and number of evaluations. Moreover, both ACO variants reach the ILP values in more cases and perform better than the other search methods also when they are not able, due to the complexity of the exploration, to reach the ILP values (i.e., S7–S12). Moreover, the 2-stage ACO seems to scale better with respect to the 1-stage formulation when raising the size of the problem, both in terms of quality of the solutions and dispersion of the results. Comparing the other methods, the hill-climbing methods are usually very fast in small instances (as shown in particular by the SA results)

<table>
<thead>
<tr>
<th>Bench</th>
<th>#Variables</th>
<th>#Edges</th>
<th>#StageILP</th>
<th>#StageACO 1-stage</th>
<th>#StageACO 2-stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>20</td>
<td>101</td>
<td>104</td>
<td>183</td>
<td>383</td>
</tr>
<tr>
<td>L2</td>
<td>50</td>
<td>201</td>
<td>301</td>
<td>583</td>
<td>388</td>
</tr>
<tr>
<td>L3</td>
<td>130</td>
<td>500</td>
<td>1040</td>
<td>2836</td>
<td></td>
</tr>
<tr>
<td>L4</td>
<td>212</td>
<td>751</td>
<td>2530</td>
<td>8631</td>
<td></td>
</tr>
<tr>
<td>L5</td>
<td>260</td>
<td>1001</td>
<td>4185</td>
<td>11322</td>
<td></td>
</tr>
<tr>
<td>L6</td>
<td>519</td>
<td>2001</td>
<td>16675</td>
<td>46516</td>
<td></td>
</tr>
<tr>
<td>L7</td>
<td>768</td>
<td>300</td>
<td>37087</td>
<td>104784</td>
<td></td>
</tr>
<tr>
<td>L8</td>
<td>1239</td>
<td>500</td>
<td>104295</td>
<td>296334</td>
<td></td>
</tr>
<tr>
<td>L9</td>
<td>1896</td>
<td>7501</td>
<td>236496</td>
<td>674679</td>
<td></td>
</tr>
</tbody>
</table>

| mp3   | 32         | 101    | 1046      | 183               |                   |
| gom-dec | 0         | 3450   | 3703      | 10103             |                   |
| gom-acc | 134       | 5381   | 2295      | 5129              |                   |
| avg   | 101        | 5107   | 6281      | 28259             |                   |

TABLE IV

<table>
<thead>
<tr>
<th>Results</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILP</td>
<td>24 398.21</td>
</tr>
<tr>
<td>1-Stage</td>
<td>12 002</td>
</tr>
<tr>
<td>2-Stage</td>
<td>3167</td>
</tr>
</tbody>
</table>

TABLE V

<table>
<thead>
<tr>
<th>Results</th>
<th>#Eval.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILP</td>
<td>24 297.01</td>
</tr>
<tr>
<td>1-Stage</td>
<td>11 446</td>
</tr>
<tr>
<td>2-Stage</td>
<td>236496</td>
</tr>
</tbody>
</table>

around an existing solution. When applied to a parent solution, it generates an offspring solution introducing small random changes in the solution encoding, with a uniform probability. In particular, the priorities are modified with a variant of the shift mutation for the permutation representation, while the merging assigns to the jobs to a different implementation point among the available ones. The population is composed by 100 design solutions.

All these approaches feature local searches of the current solution. The SA and the TS are based on this concept to perform the exploration, but also the ACO (during the local optimization of the best solution) and the GA (in the mutation operator) can perform them. Several heuristics can be applied, in particular, to identify which jobs to change \([47]\). Since we are interested in the comparison of the search methods, we decided to apply the same basic random swap to all the approaches. This avoids a bias in the solutions and, anyhow, the improvements that can be obtained with other heuristics would affect in the same way all the approaches.

For all the explorations, we averaged the results over 30 runs of each task graph on an Intel Xeon X5355 (2.66 GHz) and 8 MB of L2 cache) with 8 GB RAM.

B. Results

In the first experiment, we compared the search methods on the execution time and the number of evaluations required to reach the optimum value. We generated 12 relatively small benchmarks, namely S1–S12 in Table IV, varying the number of tasks and the maximum number of incident edges (column Degree). Then, we computed the optimum value (column ILP Opt.) with the ILP formulation with a time constraint of 12 h.

When the problem size grows over the 30 jobs (S9–S12), ILP reaches a value that is not proven to be optimal and, thus, we reported the obtained values. Finally, we applied the different exploration methods to these benchmarks and, for each of them, we measured the time (column Time), in seconds, and the number of evaluations (column #Eval) needed to reach the value computed by ILP. Average results, along with relative standard deviation (RSD) (i.e., the dispersion of the results obtained in the different runs from the average), are reported when the heuristics were not able to reach these values within 100 000 evaluations.

The results in Table IV show that our approaches (columns ACO 1-stage and ACO 2-stage) can reach the optimum values much faster than the other heuristics, both in terms of execution time and number of evaluations. Moreover, both ACO variants reach the ILP values in more cases and perform better than the other search methods also when they are not able, due to the complexity of the exploration, to reach the ILP values (i.e., S7–S12). Moreover, the 2-stage ACO seems to scale better with respect to the 1-stage formulation when raising the size of the problem, both in terms of quality of the solutions and dispersion of the results. Comparing the other methods, the hill-climbing methods are usually very fast in small instances (as shown in particular by the SA results) but the number of iterations required to reach the ILP values are usually huge. In particular, the SA does not exploit any feedback and one provided by the TS (i.e., the tabu list) is not able to devise which are the substructures that can provide good solutions. On the opposite, the GA reaches the optimum values in the same time than the TS, but with a lower number of evaluations. In fact, the GA is able to identify and recombine good substructures, but the crossover and mutation operators require an additional execution time.

In the second experiment, we compared the same search heuristics with respect to the quality of the results on larger benchmarks (namely L1–L9 along with the four real-life benchmarks (namely L1–L9 along with the four real-life
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<table>
<thead>
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<tbody>
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applications) described in Table V. This table reports the size of the problems (i.e., number of jobs) and the related ILP formulations. In particular, due to the high number of variables and constraints, solving these problems optimally was not possible even increasing the time limit to 24 h. The explorations have been thus executed until they reach the number of 25,000 evaluations since we observed that no improvements are usually obtained after this limit.

Table VI shows, for each one of the search algorithms, the average of the best solutions (column \textit{Av. Best}) obtained during the different runs, along with the RSD (column \% RSD). The 2-stage ACO has been considered as reference point and, thus, the feedback to drive the exploration mitigates the effect of random search, as shown by the \%RSD values in Table VI. Moreover, it seems to scale better with the size of the problems, with better results in larger examples. L3 has a reasonable size to be approached with TS, but a structure difficult to be approached by the GA, that obtains poor results. In fact, when the GA has difficulties to identify the substructures, it usually obtains poor results. It is worth noting that the results obtained with real-life examples are consistent with the ones obtained with synthetic test cases of similar size. In particular, it results that our methodology behaves better than the other methods also approaching different architectural models.

Table VII reports the average number of unsatisfiable solutions that have been generated during the exploration. These results show that the constructive method of the ACO scales the number of unsatisfiable solutions, cutting out the unsatisfiable regions of the design space. The small percentage of unsatisfiable solutions are generated only by the local search heuristic implemented at the end of each colony. The SA obtains
the worst performance in all the situations. In fact, random changes can easily produce unfeasible solutions if specific conditions for the next moves (e.g., the tabu list into the TS) are not adopted. Since TS usually generates a limited set of unfeasible solutions, it is able to explore more solutions in the design space, obtaining better results. However, when it fails and gets stuck in suboptima, the number of unfeasible solutions and the deviation of the results grow (e.g., L6 and L8). Even if the GA generates more unfeasible solutions than the TS, it is more robust than hill-climbing methods, as previously described.

Finally, in Table VIII, we compare the average execution time (in seconds) of the different methodologies. It is worth noting that the overall execution time of the algorithms is composed of two main contributions: 1) the time spent to generate the solutions; and 2) the time spent for their evaluation. In addition, the scheduler terminates the evaluation of a solution when it identifies a constraint violation. Thus, the SA has the shortest execution time with respect to the other algorithms since the time spent to evaluate the solutions is reduced (more than 96% of evaluations are terminated early). As discussed above, the ACO requires an additional time to build the solutions and almost all the solutions refer to feasible evaluations. Moreover, the 2-stage ACO generates a reduced number of probabilities at each decision point with respect to 1-stage ACO and, thus, it is able to contain also the execution time of the exploration.

C. Case Study: JPEG

We applied our approach to the mapping of a real-life application, the JPEG compression algorithm. We target a heterogeneous multiprocessor prototype [9], developed on a Xilinx Virtex-II PRO XC2VP30 FPGA, that uses one of the two PPCs as a master processor and the other one as slave, along with the MB soft cores. The master processor only manages tasks synchronization and sequencing on the slaves through interrupt signals. The slave processors have local memories, connected to a shared memory and to the master processor through a shared bus. Communications are performed through a DMA unit, which is controlled by the master processor and allows overlapping of data transfers and computations by the processing elements. The area on the FPGA not occupied by the soft cores and the other system components (i.e., buses, local and shared memory controllers, I/O controllers) can be used to implement hardware tasks. We configured different architectures, similar to the solution in Fig. 1, where the slave PPC was supported by a varying number of slave MBs (from 1 to 3) integrating a floating point unit (FPU), not available for the hard core. The presence of the FPU explains the better performance for the soft cores on arithmetic intensive tasks. The PPCs have a clock frequency of 200 MHz, while the rest of the system runs at 50 MHz.

Our JPEG implementation is divided into five phases: 1) RGB to YCbCr space color conversion; 2) expansion and down sampling; 3) bi-dimensional discrete cosine transform (2D-DCT); 4) quantization; and 5) entropic coding and file saving. These phases can be performed in separated chains for a minimum of four blocks of 8 × 8 pixels: the color space conversion operates per pixel, the 2D-DCT, the Quantization and the entropic coding works on single 8 × 8 blocks, while down sampling reaches optimal performance on four blocks, since a single value is averaged for each four chrominance values. It is thus possible to parallelize the application on data, extracting as many chains as desired depending on the size of the uncompressed image, as shown in Fig. 5. The root task performs the image reading, while the end task is simply a stub. For our evaluation, we used images of different sizes and extracted task graphs with sizes varying from 20 to 50 tasks, thus presenting from 4 to 10 parallel chains, respectively. We had hardware implementations for the DCT and the RGB, and software implementations for the PPC and the MB for all the tasks. Table III reports the different execution times, in clock cycles, as seen from the master PPC, and the area, in slices, for the hardware cores. To simplify the scheduling of the data transfers, in these experiments, we do not exploit the support to the resource sharing for the hardware accelerators.

The first experiment compares the accuracy of the design solutions generated by the ACO approach for different task graphs on a platform with only one MB besides the slave PPC and, thus, the available area for the FPGA was of 8400 slices. In Table IX, we compare the average results of the 2-stage ACO algorithm (column ACO) with the performance of the resulting mapping on the platform (column platform) over 10 runs. The results show that the main differences (around 10%) are with 30 and 40 tasks. In fact, in these cases, we have a different distribution of the predicted and the real dynamic communication patterns, that are partially underestimated by the ACO methodology. In particular, during the effective execution on the platform, the distribution of the communications often generates bus contention to be resolved by the interrupt controller. Therefore, the time spent by the interrupt to resolve these contentions generates that execution overhead that was not predicted by our communication model.

On the other hand, with 20 and 50 tasks the predicted and the real patterns are more regular. In the former, the lower number of tasks and edges reduces the number of conflicts. In the latter, the execution of a higher number of parallel tasks masks the contentions on the bus and, thus, it results in a lower impact on the overall execution time. In conclusion, the ACO follows quite accurately the behavior of the platform and, in all the experiments, it correctly decided to implement three 2D-DCT in hardware. This shows that the methodology is able to identify efficient solutions for the mapping and scheduling problem.

In the second experiment, we executed the JPEG application composed of 50 tasks on different platforms, representing different combinations in the number of MB processors (i.e., 3 down to 1) and the area for hardware implementations on the FPGA (i.e., 2800-8400). The results in Table X shows, as in the previous case, the prediction still remains quite accurate. In all cases, the heuristic is able to perceive, mainly due to communication overhead, that it is better to use the hardware space to implement the 2D-DCT hardware accelerator instead of many, but slower, hardware RGBs. On the other hand, we also see that raising the number of processors and reducing the available area for hardware cores reduces the overall execution time of the program. In fact,
of the platform when implementing the related solutions. A methodology to a real-world application on a realistic MPSoC. Compared our ACO to previous heuristics and, considering the size of the problems grows. We the scheduling and the mapping in a 2-stage decision process, heterogeneous multiprocessor architectures and we introduced mapping and scheduling both tasks and communications on parallelism can be exploited with different general purpose hardware core can execute only one task and, thus, more processors that are able to execute all the tasks.

VI. CONCLUSION In this paper, we described an ACO-based heuristic for mapping and scheduling both tasks and communications on heterogeneous multiprocessor architectures and we introduced a problem-specific optimization, decoupling the choices for the scheduling and the mapping in a 2-stage decision process, that performed better when the size of the problems grows. We compared our ACO to previous heuristics and, considering the same number of evaluations, we obtained solutions 16% better on average, despite an overhead in execution time. Moreover, the proposed approach was able to reach the optimal solutions much faster than the other approaches. Finally, we applied our methodology to a real-world application on a realistic MPSoC. We showed that the ACO was able to produce efficient designs with a limited error in approximating the effective performance of the platform when implementing the related solutions.
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