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Abstract

In this paper, we present the scalability analysis of parallel Fast Fourier Transform algorithm on mesh and hypercube connected multicomputers using the isoefficiency metric. The isoefficiency function of an algorithm architecture combination is defined as the rate at which the problem size should grow with the number of processors to maintain a fixed efficiency. On the hypercube architecture, a commonly used parallel FFT algorithm can obtain linearly increasing speedup with respect to the number of processors with only a moderate increase in problem size. But there is a limit on the achievable efficiency and this limit is determined by the ratio of CPU speed and communication bandwidth of the hypercube channels. Efficiencies higher than this threshold value can be obtained if the problem size is increased very rapidly. If the hardware supports cut-through routing, then this threshold can also be overcome by using an alternate less scalable parallel formulation. The scalability analysis for the mesh connected multicomputers reveals that FFT cannot make efficient use of large-scale mesh architectures unless the bandwidth of the communication channels is increased as a function of the number of processors. We also show that it is more cost-effective to implement the FFT algorithm on a hypercube rather than a mesh despite the fact that large scale meshes are cheaper to construct than large hypercubes. Although the scope of this paper is limited to the Cooley-Tukey FFT algorithm on a few classes of architectures, the methodology can be used to study the performance of various FFT algorithms on a variety of architectures such as SIMD hypercube and mesh architectures and shared memory architecture.
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1 Introduction

Fast Fourier Transform plays an important role in several scientific and technical applications. Some of the applications of the FFT algorithm include Time Series and Wave Analysis, solving Linear Partial Differential Equations, Convolution, Digital Signal Processing and Image Filtering, etc. Hence, there has been a great interest in implementing FFT on parallel computers [4, 6, 11, 14, 21, 32, 41, 5]. In this paper we analyze the scalability of the parallel FFT algorithm on mesh and hypercube connected multicomputers. We also present experimental performance results on a 1024-processor nCUBE1T multimputer to support our analytical results.

The scalability of a parallel algorithm on a parallel architecture is a measure of its capability to effectively utilize an increasing number of processors. It is very important to perform scalability analysis as one can reach very misleading conclusions regarding the performance of a large parallel system if one attempts to simply extrapolate its performance based on that for a similar smaller system. Many different measures have been developed to study the scalability of parallel algorithms and architectures [27, 26, 17, 48, 23, 49, 12, 44, 33]. In this paper, we analyze the scalability of the FFT algorithm on a few important architectures using the isoefficiency metric developed by Kumar and Rao [25, 13]. The isoefficiency function of a combination of a parallel algorithm and a parallel architecture relates the problem size to the number of processors necessary for an increase in speedup in proportion to the number of processors. Isoefficiency analysis has been found to be very useful in characterizing the scalability of a variety of parallel algorithms [25, 16, 15, 19, 27, 28, 30, 38, 40, 47, 46, 42, 24]. An important feature of isoefficiency analysis is that it succinctly captures the effects of characteristics of the parallel algorithm as well as the parallel architecture on which it is implemented, in a single expression. By performing isoefficiency analysis, one can test the performance of a parallel program on a few processors, and then predict its performance on a larger number of processors.

The scalability analysis of FFT on hypercube provides several important insights. On the hypercube architecture, a commonly used parallel formulation of the FFT algorithm (which we shall refer to as the binary-exchange algorithm in the rest of the paper) [3, 4, 6, 11, 21, 32, 41, 36, 31] can obtain linearly increasing speedup with respect to the number of processors with only a moderate increase in problem size. This is not surprising in the light of the fact that the FFT computation maps naturally to the hypercube architecture [35]. However, there is a limit on the achievable efficiency which is determined by the ratio of CPU speed and communication bandwidth of the hypercube channels. This limit can be raised by increasing the bandwidth of the communication channels. On hypercubes with store-and-forward routing, efficiencies higher than this limit can be obtained only if the problem size is increased very rapidly. If the hardware supports cut-through routing, then this threshold can be overcome by using an alternate parallel formulation [5, 31, 41] that involves array transposition (we shall refer to it as the transpose algorithm in the rest of the paper). The transpose algorithm is more scalable than the binary-exchange algorithm for efficiencies much higher than the threshold, but is less scalable for efficiencies below the threshold.

From the scalability analysis, we found that the FFT algorithm cannot make efficient use of large-scale mesh architectures unless the communication bandwidth is increased as a function of the number of processors. If the width of inter-processor links is maintained as $O(\sqrt{p})$, where $p$ is the number of processors on the mesh, then the scalability can be improved considerably. Addition of features such as cut-through-routing (also known as worm-hole routing) [9] to the mesh architecture improve the scalability of several parallel algorithms; e.g., see [30]. But these features do not improve the overall scalability characteristics of the FFT algorithm on this architecture. We also show that if the cost of a communication network is proportional to the total number of communication links, then it is more cost-effective to implement the FFT algorithm on

---

1nCUBE is a trademark of the Ncube corporation.
a hypercube rather than a mesh despite the fact that large scale meshes are cheaper to construct than large hypercubes.

We have used the single dimensional unordered radix-2 FFT algorithm using binary-exchange for a major part of the analysis and for obtaining experimental results. This is the simplest form of FFT and not the most efficient one, but similar analysis can be performed for the other variants of this algorithm. It is shown in Appendix C that the nature of the results does not change for ordered and higher radix FFTs.

The organization of material in this paper is as follows. Section 2 introduces the terminology used in the rest of the paper. It also gives an overview of the data communication models used in this paper and the concept of the isoefficiency metric for studying scalability of parallel algorithm-architecture combinations. Section 3 briefly describes the single dimensional unordered radix-2 FFT algorithm and discusses two of its commonly used parallel formulations for the MIMD machines. In Section 4, the isoefficiency functions for the binary-exchange algorithm on various architectures are derived. Section 5 analyzes the scalability and performance of the transpose algorithm and compares it with those of the binary-exchange algorithm. In Section 6 we discuss the impact of improving the arithmetic complexity of the serial algorithm on the parallel implementation. In Section 7, we compare the cost-effectiveness of the hypercube and the mesh multicomputers for the FFT computation. Section 8 contains the results of an implementation of the unordered one dimensional radix-2 FFT on a 1024 node hypercube (nCUBE1). The performance of the algorithm on a mesh connected machine with similar hardware constants is projected by using these results. In Section 9, we relate our work to that of other researchers in performance evaluation of FFT on various architectures. Section 10 contains concluding remarks.

2 Definitions and Assumptions

A parallel computer consists of an ensemble of \( p \) processing units each of which runs at the same speed. In the execution of a parallel algorithm, the time spent by processor \( P_i \) can be split into \( t_i^e \), the time spent in useful computation; and \( t_i^o \), the time spent in performing communication, load balancing, idling and other tasks which would not have been performed by the optimal or the best known sequential algorithm but is necessitated due to parallel processing. The Problem Size \( W \) is defined to be the total amount of computation done by the optimal or the best known sequential algorithm and is a function of the input data size \( n \). Clearly, \( W = \Sigma_i t_i^e \).

For computing FFT over \( n \) input data elements, the problem size \( W \) is \( \Theta(n \log n) \). We define \( T_o \), the total overhead, to be \( \Sigma_i t_i^o \). The execution time on \( p \) processors, \( T_p \), satisfies \( T_p = t_i^e + t_i^o \) (for any \( i \)). Also we have \( W + T_o = p T_p \).

Speedup \( S \) is the ratio \( W/p \). Efficiency is the speedup divided by \( p \). Therefore,

\[
E = \frac{S}{p} = \frac{W}{T_p \times p} = \frac{W}{W + T_o} = \frac{1}{1 + \frac{T_o}{W}} \tag{1}
\]

2.1 The Isoefficiency Function

If a parallel algorithm is used to solve a problem instance of a fixed size (i.e., fixed \( W \)), then the efficiency decreases as \( p \) increases. The reason is that \( T_o \) increases with \( p \). For many parallel algorithms, for a fixed \( p \), if the problem size \( W \) is increased, then the efficiency becomes higher (and approaches 1), because \( T_o \) grows slower than \( W \). For these parallel algorithms, the efficiency can be maintained at a desired value (between 0 and 1) for increasing \( p \), provided \( W \) is also increased. We call such algorithms scalable parallel algorithms.

Note that for a given parallel algorithm, for different parallel architectures, \( W \) may have to increase at different rates w.r.t. \( p \) in order to maintain a fixed efficiency. The rate at which \( W \) is required to grow w.r.t.
p to keep the efficiency fixed is what essentially determines the degree of scalability of the parallel algorithm for a specific architecture. For example, if \( W \) is required to grow exponentially w.r.t. \( p \), then the algorithm-architecture combination is poorly scalable. The reason is that in this case it would be difficult to obtain good speedups on the architecture for a large number of processors, unless the problem size being solved is enormously large. On the other hand, if \( W \) needs to grow only linearly w.r.t. \( p \), then the algorithm-architecture combination is highly scalable and can easily deliver linearly increasing performance with increasing number of processors for reasonable problem sizes. If \( W \) needs to grow as \( f_E(p) \) to maintain an efficiency \( E \), then \( f_E(p) \) is defined to be the \textbf{isoefficiency function} for efficiency \( E \).

Since \( E = 1/(1 + \frac{p}{W}) \), in order to maintain a constant efficiency, \( W \) should be proportional to \( T_o \). In other words, the following equation must be satisfied:

\[
W = KT_o
\]  

(2)

Here \( K = \frac{E}{1-E} \) is a constant depending on the efficiency \( E \) to be maintained. Once \( W \) and \( T_o \) are known as functions of \( n \) and \( p \), the isoefficiency function can often be determined from Equation (2) by simple algebraic manipulations.

2.2 Parallel Architectures and the Associated Data Communication Costs

We consider two possible communication models for message-passing parallel computers. The first model captures the cost of communication in multicomputers that use \textit{store-and-forward} routing (\textit{e.g.}, first generation multicomputers such as nCUBE1 and Intel IPSC/1). The second model captures the cost of communication in multicomputers that use \textit{cut-through} routing (also known as worm-hole routing) [9] (\textit{e.g.}, the second generation multicomputers such as nCUBE2 and Intel IPSC/2). On a machine with store-and-forward routing, each intermediate processor on the data path between the source and the destination of a message receives and stores the full message and then forwards it to the next processor in the path. The time required for the complete transfer of a message containing \( m \) words between two processors that are \( x \) connections away (\textit{i.e.}, there are \( x - 1 \) processors in between) is given by \( t_s + (t_h + t_w m) \times x \), where \( t_s \) is the startup time, \( t_h \) (per-hop time) is the time delay for a message fragment to hop from one processor to the neighboring one, and \( t_w \) (per-word transmission time) is equal to \( \frac{y}{B} \) where \( B \) is the bandwidth of the communication channel between the processors in bytes/second and \( y \) is the number of bytes per word of the message. On a machine with cut-through routing, the time required to transfer a message of size \( m \) words between two processors that are \( x \) hops away becomes \( t_s + t_h x + t_w m \) because the data bytes are sent in a pipelined fashion through the intermediate processors. A processor on the data path between the sender and the recipient of a message does not wait for the complete message to arrive before forwarding it to the next processor on the path. Instead, the data bytes are forwarded one by one as they are received. Note that if a message has to be passed between two directly connected processors, the time taken is the same with both the routing methods. Usually \( t_h x \) is much smaller than \( t_s \) and \( t_w m \) for practical instances, and therefore, we shall ignore \( t_s \) in the rest of the paper. Also, we assume that a processor can send or receive on only one of its ports at a time, although the ports on which it sends and receives can be different.

3 The FFT Algorithm

Figure 1 outlines the serial Cooley-Tukey algorithm for an \( n \) point single dimensional unordered radix-2 FFT adapted from [2, 36]. \( X \) is the input vector of length \( n \) (\( n = 2^r \) for some integer \( r \)) and \( Y \) is its Fourier Transform. \( \omega^k \) denotes the complex number \( e^{j2\pi k} \), where \( j = \sqrt{-1} \). More generally, \( \omega \) is the primitive \( n \)th
1. begin
2. for $i := 0$ to $n - 1$ do $R[i] := X_i$;
3. for $l := 0$ to $r - 1$ do
4. begin
5. for $i := 0$ to $n - 1$ do $S[i] := R[i]$;
6. for $i := 0$ to $n - 1$ do
7. begin

(* Let $(b_0 b_1 \cdots b_{r-1})$ be the binary representation of $i$ *)

8. $R[(b_0 \cdots b_{r-1})] := S[(b_0 \cdots b_{l-1}0b_{l+1} \cdots b_{r-1})] + \omega^{(b_0b_{l-1}b_{r-1})}S[(b_0 \cdots b_{l-1}1b_{l+1} \cdots b_{r-1})]$;
9. end;
10. end;
11. end.

Figure 1: The Cooley-Tukey algorithm for single dimensional unordered FFT.

root of unity and hence $\omega^k$ could be thought of as an element of the finite commutative ring of integers modulo $n$. Note that in the $l$th ($0 \leq l < r$) iteration of the loop starting on Line 3, those elements of the vector are combined whose indices differ by $2^{r-l-1}$. Thus the pattern of the combination of these elements is identical to a butterfly network.

The computation of each $R[i]$ in Line 8 is independent for different values of $i$. Hence $p$ processors ($p \leq n$) can be used to compute the $n$ values on Line 8 such that each processor computes $\frac{n}{p}$ values. For the sake of simplicity, assume that $p$ is a power of 2, or more precisely, $p = 2^d$ for some integer $d$ such that $d \leq r$. To obtain good performance on a parallel machine, it is important to distribute the elements of vectors $R$ and $S$ among the processors in a way that keeps the interprocess communication to a minimum. As discussed in Section 2.2, there are two main contributors to the data communication cost - the message startup time $t_s$ and the per-word transfer time $t_w$. In the following subsections, we present two parallel formulations of the Cooley-Tukey algorithm. As the analysis of Sections 4 and 5 will show, each of these formulations minimizes the cost due to one of these constants.

3.1 The Binary-exchange Algorithm

In the most commonly used mapping that minimizes communication for the binary-exchange algorithm [25, 3, 4, 6, 11, 21, 32, 41, 36, 31], if $(b_0 b_1 \cdots b_{r-1})$ is the binary representation of $i$, then for all $i$, $R[i]$ and $S[i]$ are mapped to processor number $(b_0 \cdots b_{d-1})$.

With this mapping, processors need to communicate with each other in the first $d$ iterations of the main loop (starting at line 3) of the algorithm. For the remaining $r - d$ iterations of the loop, the elements to be combined are available on the same processor. Also, in the $l$th ($0 \leq l < d$) iteration, all the $\frac{n}{p}$ values required by a processor are available to it from a single processor; i.e., the one whose number differs from it in the $l$th most significant bit.
3.2 The Transpose Algorithm

Let the vector $X$ be arranged in an $\sqrt{n} \times \sqrt{n}$ two dimensional array in row major order. An unordered Fourier Transform of $X$ can be obtained by performing an unordered radix-2 FFT over all the rows of this 2-D array followed by an unordered radix-2 FFT over all the columns. The row FFT corresponds to the first $\frac{\log n}{2}$ iterations of the FFT over the entire vector $X$ and the column FFT corresponds to the remaining $\frac{\log n}{2}$ iterations. In a parallel implementation, this $\sqrt{n} \times \sqrt{n}$ can be mapped on to $p$ processors ($p \leq \sqrt{n}$) such that each processor stores $\frac{\sqrt{n}}{p}$ rows of the array. Now the FFT over the rows can be performed without any inter-processor communication. After this step, the 2-D array is transposed and an FFT of all the rows of the transpose is computed. The only step that requires any inter-processor communication is transposing an $\sqrt{n} \times \sqrt{n}$ array on $p$ processors.

The algorithm described above is a two-dimensional transpose algorithm because the data is arranged in a two-dimensional array mapped onto a one-dimensional array of processors. In general, a $q$-dimensional transpose algorithm can be formulated along the above lines by mapping a $q$-dimensional array of data onto a $(q-1)$-dimensional array of processors. The binary-exchange algorithm is nothing but a a $(\log p + 1)$-dimensional algorithm. In this paper, we confine our discussion to the two extremes (2-D transpose and binary-exchange) of this sequence of algorithms. More detailed discussion can be found in [25].

4 Scalability Analysis of the Binary-Exchange Algorithm for Single Dimensional Radix-2 Unordered FFT

We assume that the cost of one unit of computation (i.e., the cost of executing line 8 in Figure 1) is $t_c$. Thus for an $n$ point FFT, $W = t_c n \log n$. As discussed in Section 3, the parallel formulation of FFT can use at most $n$ processors. As $p$ is increased, the additional processors will not have any work to do after $p$ exceeds $n$. So in order to prevent the efficiency to diminish with increasing $p$, $n$ must grow at least as $p$ so that no processor remains idle. If $n$ increases linearly with $p$, then $W = t_c n \log n$ must grow in proportion to $t_c p \log p$. This gives us a lower bound of $\Omega(p \log p)$ on the isoefficiency function for the FFT algorithm. This figure is independent of the parallel architecture and is a function of the inherent parallelism in the algorithm. The overall isoefficiency function of this algorithm can be worse depending upon how the overall overhead $T_o$ increases with $p$.

Several factors may contribute to $T_o$ in a parallel implementation of FFT. The most significant of these overheads is due to data communication between processors. As discussed in Section 3, the $p$ processors communicate in pairs in $d$ ($d = \log p$) of the $r$ ($r = \log n$) iterations of the loop starting on Line 3 of Figure 1. Let $z_l$ be the distance between the communicating processors in the $l$th iteration. If the distances between all pairs of communicating processors are not the same, then $z_l$ is the maximum distance between any pair. In this subsection, assume that no part of the various data paths coincides. Since each processor has $\frac{\sqrt{n}}{p}$ words, the total communication cost (ignoring $t_d$) for a multicore with store-and-forward routing is given by the following equation:

$$T_o = p \times \sum_{l=0}^{d-1} (t_c + t_p \frac{n}{p} z_l) \quad (3)$$

Another source of overhead in parallel FFT can be the computation of the powers of $\omega$ (also known as twiddle factors). In the sequential algorithm given in Figure 1, Line 8 is executed $n \log n$ times. But there are only $n$ powers of $\omega$ that are used. So these $n$ values\(^1\) can be precomputed at a cost of $\Theta(n)$ and stored in an

\(^1\)Only half of these values have to be actually calculated as the other half are conjugates of these values and can be derived by
array before starting the loop at Line 3. As shown in Appendix A, at least some of the processors use a new
twiddle factor in each of the log n iterations. If the FFT of the same size is being computed repeatedly, then the
twiddle factors to be used by each processor can be precomputed and stored. But if that is not the case, then
the twiddle factor computation is a part of an FFT implementation, and, as shown in Appendix A, an overhead
of \( \Theta(n + p \log p) \) is incurred due to these extra computations.

### 4.1 Isoefficiency on a Hypercube

As discussed in Section 3, in the \( l \)th iteration of the loop beginning on Line 3 of Figure 1, data messages
containing \( \frac{n}{p} \) words are exchanged between the processors whose binary representations are different in the
\( l \)th most significant bit position (\( l < d = \log p \)). Since all these pairs of processors with addresses differing
in one bit position are directly connected in a hypercube configuration, Equation (3) becomes:

\[
T_o = p \sum_{i=0}^{\log p - 1} (s + t_w n/p) \\
=> T_o = t_s p \log p + t_w n \log p \tag{4}
\]

If \( p \) increases, then in order to maintain the efficiency at some value \( E \), \( W \) should be equal to \( KT_o \), where
\( K = E/(1 - E) \). Since \( W = t_s n \log n \), \( n \) must grow such that

\[
t_s n \log n = K (t_s p \log p + t_w n \log p) \tag{5}
\]

Clearly, the isoefficiency function due to the first term in \( T_o \), is given by:

\[
W = K t_s p \log p \tag{6}
\]

The requirement on the growth of \( W \) (to maintain a fixed efficiency) due to the second term in \( T_o \) is more
complicated. If this term requires \( W \) to grow at a rate less than \( \Theta(p \log p) \), then it can be ignored in favor of
the first term. On the other hand, if this term requires \( W \) to grow at a rate higher than \( \Theta(p \log p) \), then the first
term of \( T_o \) can be ignored.

Balancing \( W \) against the second term only yields the following:

\[
nt_s \log n = K t_w n \log p \\
=> \log n = K \frac{t_s}{t_w} \log p \\
=> n = p K^{\frac{t_s}{t_w}}
\]

This leads to the following isoefficiency function (due to the second term of \( T_o \)):

\[
W = K t_w \times p K^{\frac{t_s}{t_w}} \times \log p \tag{7}
\]

This growth is less than \( \Theta(p \log p) \) as long as \( K \frac{t_s}{t_w} < 1 \). As soon as this product exceeds 1, the overall
oefficiency function is given by Equation (7). Since the binary-exchange algorithm involves only nearest
neighbor communication on a hypercube, the total overhead \( T_o \), and hence the scalability, cannot be improved
by using cut-through routing.

changing the sign of the imaginary part.
4.1.1 Efficiency Threshold

The isoefficiency function given by Equation (7) deteriorates very rapidly with the increase in the value of $K\frac{\ell}{t_s}$. In fact the efficiency corresponding to $K\frac{\ell}{t_s} = 1$, (i.e., $E = \frac{t_s}{t_s+t_w}$) acts somewhat as a threshold value. For a given hypercube with fixed $t_s$ and $t_w$, efficiencies up to this values can be obtained easily. But efficiencies much higher than this threshold cannot be obtained only if the problem size is extremely large. The following examples further illustrate the effect of the value of $K\frac{\ell}{t_s}$ on the isoefficiency function.

Example 1: Consider the computation of an $n$ point FFT on a $p$-processor hypercube on which $t_w = t_s$. The isoefficiency function of the parallel FFT on this machine is $K t_w \times p^K \times \log p$. Now for $K < 1$ (i.e. $E \leq 0.5$) the overall isoefficiency is $\Theta(p \log p)$, but for $E > 0.5$, the isoefficiency function is much worse. If $E = 0.9$, then $K = 9$ and hence the isoefficiency function becomes $\Theta(p^9 \log p)$.

Example 2: Now consider the computation of an $n$ point FFT on a $p$-processor hypercube on which $t_w = 2t_s$. Now the threshold efficiency is 0.33. The isoefficiency function for $E = 0.5$ is $\Theta(p^2 \log p)$ and for $E = 0.9$, it becomes $\Theta(p^{18} \log p)$.

These examples show how the ratio of $t_w$ and $t_s$ affects the scalability and how hard it is to obtain efficiencies higher than the threshold determined by this ratio.

4.2 Isoefficiency on a Mesh

Assume that an $n$ point FFT is being computed on a $p$-processor simple mesh ($\sqrt{p}$ rows $\times \sqrt{p}$ columns) such that $\sqrt{p}$ is a power of 2. For example consider $p = 64$ such that processor 0,1,2,3,4,5,6,7 form the first row and processors 0,8,16,24,32,40,48,56 form the first column. Now during the execution of the algorithm, processor 0 will need to communicate with processors 1,2,4,8,16,32. All these communicating processors lie in the same row or the same column. More precisely, in $\log \sqrt{p}$ of the log $p$ steps that require data communication, the communicating processors are in the same row, and in the remaining $\log \sqrt{p}$ steps, they are in the same column. The distance between the communicating processors in a row grows from one hop to $\sqrt{p}/2$ hops, doubling in each of the log $\sqrt{p}$ steps. The communication pattern is similar in case of the columns. The reader can verify that this is true for all the communicating processors in the mesh. Thus, from Equation (3) we get:

$$T_v = p \times 2^{\log (\sqrt{p})} (t_s + t_w \sqrt{p} 2^i)$$

$$\Rightarrow T_v = 2p(t_s \log \sqrt{p} + t_w \frac{\sqrt{p}}{2} (\sqrt{p} - 1))$$

$$T_v \approx t_s p \log p + 2t_w n \sqrt{p}$$  \hspace{1cm} (8)

Balancing $W$ against the first term yields the following equation for the isoefficiency function:

$$W = K t_s p \log p$$ \hspace{1cm} (9)

Balancing $W$ against the second term yields the following:

$$t_s n \log n = 2K t_w \times n \times \sqrt{p}$$

$$\Rightarrow \log n = 2K \frac{t_w}{t_s} \times \sqrt{p}$$

$$\Rightarrow n = 2^{2K \frac{t_w}{t_s} \times \sqrt{p}}$$
Since the growth in $W$ required by the third term in $T_o$ is much higher than that required by the first two terms (unless $p$ is very small), this is the term that determines the overall isoefficiency function which is given by the following equation:

$$W = 2Kt_w\sqrt{p} \times 2^{2K\frac{W}{p}}$$

(10)

From Equation (10), it is obvious that the problem size has to grow exponentially with the number of processors to maintain a constant efficiency; hence the algorithm is not very scalable on a simple mesh. Any different mapping of input vector $X$ on the processors does not reduce the communication overhead. It has been shown [43] that in any mapping, there will be at least one iteration in which the pairs of processors that need to communicate will be at least $\frac{\sqrt{K}}{2}$ hops apart. Hence the expression for $T_o$ used in the above analysis cannot be improved by more than a factor of 2.

If the mesh is augmented with cut-through routing, the communication term is expected to be smaller than that for the mesh, but due to the overheads resulting from the contention for communication channels, the overall $T_o$ is exactly the same as that given by Equation (8). Hence, as shown in Appendix D, the overall isoefficiency function remains unchanged and the addition of this feature does not offer any performance improvement for the FFT algorithm on a mesh.

5 Scalability Analysis of the Transpose Algorithm for Single Dimensional Radix-2 Unordered FFT

As discussed earlier in Section 3, the only data communication involved in this algorithm is the transposition of an $\sqrt{N} \times \sqrt{N}$ two dimensional array on $p$ processors. It is easily seen that this involves the communication of a chunk of unique data of size $\frac{N}{p^2}$ between every pair of processors. This communication (known as all-to-all personalized communication) can be performed by executing the following code on each processor:

```plaintext
for i = 1 to p do
    send data to processor number (self_address @ i)
```

It is shown in [20], that on a hypercube, in each iteration of the above code, each pair of communicating processors have a contention-free communication path. On a hypercube with store-and-forward routing, this communication will take $t_w\frac{N}{p} \log p + t_s p$ time. This communication term yields an overhead function which is identical to the overhead function of the binary exchange algorithm and hence this scheme does not offer any improvement over the binary exchange scheme. However, on a hypercube with cut-through routing, this can be done in time $t_w\frac{N}{p} + t_s p$, leading to an overhead function $T_o$ given by the following equation:

$$T_o = t_o n + t_s p$$

(11)

The first term of $T_o$ is independent of $p$ and hence, as $p$ increases, the problem size must increase to balance the second communication term. For an efficiency $E$, this yields the following isoefficiency function, where $K = \frac{E}{1-E}$:

$$W = K t_s p$$

(12)

In the transpose algorithm, the mapping of data on the processors requires that $\sqrt{n} \geq p$. Thus, as $p$ increases, $n$ has to increase as $p^2$, or else some processors will eventually be out of work. This requirement imposes and isoefficiency function of $O(p^2 \log p)$ due to the limited concurrency of the transpose algorithm.
Since the isoefficiency function due to concurrency exceeds the isoefficiency function due to communication, the former (i.e., $O(p^2 \log p)$) is also the overall isoefficiency function of the transpose algorithm on a hypercube.

It can be shown that on a mesh architecture, with or without cut-through routing, the transpose algorithm does not improve the communication cost over the binary exchange-algorithm.

As mentioned in Section 3, in this paper we have confined our discussion of the transpose algorithm to the two-dimensional case. A generalized transpose algorithm and the related performance and scalability analysis can be found in [25].

5.1 Comparison with Binary-Exchange

As discussed earlier in this paper, an overall isoefficiency function of $O(p \log p)$ can be realized by using the binary exchange algorithm if the efficiency of operation is such that $K_{\text{v}} \leq 1$. If the desired efficiency is such that $K_{\text{v}} = 2$, then the overall isoefficiency functions of both the binary-exchange and the transpose schemes are $O(p^2 \log p)$. When $K_{\text{v}} > 2$, the transpose algorithm is more scalable than the binary-exchange algorithm and should be the algorithm of choice provided that $n \geq p^2$.

In the transpose algorithm described in Section 3, the data of size $n$ is arranged in an $\sqrt{n} \times \sqrt{n}$ two-dimensional array and is mapped on to a linear array of $p$ processors\(^2\) with $p = \frac{\sqrt{n}}{k}$, where $k$ is a positive integer between 1 and $\sqrt{n}$. In a generalization of this method [25, 39], the vector $X$ can be arranged in an $m$-dimensional array mapped on to an $(m - 1)$-dimensional logical array of $p$ processors, where $p = \frac{n}{m^2}$.

The 2-D transpose algorithm discussed in this paper is a special case of this generalization with $m = 2$ and the binary-exchange algorithm is a special case for $m = (\log p + 1)$. A comparison of Equations (4) and (11) shows that the binary exchange algorithm minimizes the communication overhead due to $t_\text{c}$, whereas the 2-D transpose algorithm minimizes the overhead due to $t_\text{w}$. Also, the binary-exchange algorithm is highly concurrent and can use as many as $n$ processors, whereas the concurrency of the 2-D transpose algorithm is limited to $\sqrt{n}$ processors. By selecting values of $m$ between 2 and $(\log p + 1)$, it is possible to derive algorithms whose concurrents and communication overheads due to $t_\text{c}$ and $t_\text{w}$ have intermediate values between those for the two algorithms described in this paper [39]. Under certain circumstances, one of these algorithms might be the best choice in terms of both concurrency and communication overheads.

6 Impact of Variations of Cooley-Tukey Algorithm on Scalability

Several schemes of computing the DFT have been suggested in literature [34, 45, 37] that involve fewer arithmetic operations on a serial computer than the simple Cooley-Tukey FFT algorithm. Notable among these are the computing the single dimensional FFTs with radix greater than 2 and computing multi-dimensional FFTs by transforming them into a set of one dimensional FFTs using the polynomial transform method. A radix-$q$ FFT is computed by splitting the input sequence of size $n$ into $q$ sequences of size $\frac{n}{q}$ each, computing the $q$ smaller FFTs and then combining the result. For example, in a radix-4 FFT, each step involves computing four outputs from four input values and the total number of iterations becomes $\log_q n$ instead of $\log_2 n$. The input length should, of course, be a power of four. It can be shown that despite the reduction in the number of iterations, the aggregate communication time for a radix-$q$ FFT remains same as that for radix-2. For example, for a radix-4 algorithm on a hypercube, each communication step now involves four processors distributed in two dimensions rather than two processors in one dimension. On the other hand, the number of multiplications in a radix-4 FFT is 25% less than those in a radix-2 FFT [34]. This number can be marginally improved further by going to higher radices. Thus the total useful work is reduced by a constant factor for FFTs with

\(^2\)It is a logical linear array of processors which are physically connected in a hypercube network.
higher radix than 2, but the amount of communication remains the same. Since both $T_0$ and $W$ remain of the same order of magnitude, the various isoeficiency functions for a radix-$q$ FFT will be similar to those for the radix-2 FFT with somewhat higher constants.

As described in [34], polynomial transforms can be used to reduce the number of arithmetic operations in multidimensional FFTs. In particular, the number of multiplications can be reduced by almost 50% on a two dimensional FFT by this method. But the communication overheads in this algorithm are higher and hence, the asymptotic isoeficiency function will not be any better than that for the Cooley-Tukey algorithm.

It will be instructive to see that how much of the gain due to reduction in the number of arithmetic operations can be carried over to a parallel implementation. Suppose that a parallel algorithm is working at an efficiency $E$. Now only $E \times 100\%$ of the total execution time is being spent in performing useful work, while $(1 - E) \times 100\%$ time is being spent in communication and other overheads. An $r \times 100\%$ improvement in the computational complexity of the parent serial algorithm will therefore result in the reduction of the parallel execution time from $T_p$ to $(1 - E)T_p + (1 - r)ET_p$ - an improvement of $\frac{T_p - (1 - E)T_p - (1 - r)ET_p}{T_p} \times 100\% = rE \times 100\%$. Thus any improvement in the serial time complexity of an algorithm is dampened by a factor of $E$ in its parallel implementation if the original parallel algorithm was running at an efficiency $E$. For example, if the radix-4 algorithm reduces the number of arithmetic operations by 25% over the radix-2 algorithm, then on a serial machine, it will lead to a 33.3% increase in the effective throughput for the FFT computation; i.e., by improving the algorithm, an $M$ Mega-FLOPS machine will deliver performance equivalent to that of a $1.33M$ Mega-FLOPS machine running the unimproved algorithm. On the other hand, a similar improvement will result in a throughput increase of only 14% for a parallel machine with the same aggregate computing power working at 50% efficiency.

As discussed in Section 4.1.1, for the binary-exchange algorithm it is hard to achieve efficiencies much higher than the threshold given by $\frac{1}{l+1}$ on a hypercube. But if the threshold is much above 0.5, then substantial performance improvements can be obtained by improving the parent serial algorithm. If the threshold is much below 0.5, it is better to concentrate on reducing the communication rather than computation cost to attain higher performance.

### 7 Cost-Effectiveness of Mesh and Hypercube for FFT Computation

The scalability of a certain algorithm-architecture combination determines its capability to use increasing number of processors effectively. Many algorithms may be more scalable on costlier architectures. In such situations, one needs to consider whether it is better to have a larger parallel computer of a cost-wise more scalable architecture that is underutilized (because of poor efficiency), or to have a smaller parallel computer of a cost-wise less scalable architecture that is better utilized. For a given amount of resources, the aim is to maximize the overall performance which is proportional to the number of processors and the efficiency obtained on them. From the scalability analysis of Section 4, it can be predicted that the FFT algorithm will perform much poorly on a mesh as compared to a hypercube. On the other hand constructing a mesh multicomputer is cheaper than constructing a hypercube with the same number of processors. In this section we show that in spite of this, it might be more cost-effective to implement FFT on a hypercube rather than on a mesh.

Suppose that the cost of building a communication network for a parallel computer is directly proportional to the number of communication links. If we neglect the effect of the length of the links (i.e., $t_l = 0$) and assume that $t_c = 0$, then the efficiency of an $n$ point FFT computation using the binary-exchange scheme is approximately given by $(1 + \frac{2n \log n}{k})^{-1}$ on a $p$ processor hypercube and by $(1 + \frac{2c \log n}{k})^{-1}$ on a $p$ processor mesh. It is assumed here that $t_w$ and $t_c$ are same for both the computers. Now it is possible to obtain similar
performance on both the computers if we make each channel on the mesh \( w \) wide (thus effectively reducing the per-word communication time to \( \frac{2\sqrt{p}}{w} \)), choosing \( w \) such that \( 2\frac{\sqrt{p}}{w} = \log p \). The cost of constructing these hypercube and mesh networks will be \( p \log p \) and \( 4wp \) respectively, where \( w = 2\frac{\sqrt{p}}{\log p} \). Since \( \frac{8p\sqrt{p}}{\log p} \) is greater than \( p \log p \) for all \( p \) (it is easier to see that \( \frac{8\sqrt{p}}{(\log p)^2} > 1 \) for all \( p \)), it will be cheaper to obtain the same performance for FFT computation on a hypercube than on a mesh. If the comparison is based on the transpose algorithm, then the hypercube will turn out to be even more cost effective, as the factor \( w \) by which the bandwidth of the mesh channels will have to be increased to match its performance with that of a hypercube will now be \( \sqrt{p} \). Thus the relative costs of building a mesh and a hypercube with identical performance for the FFT computation will be \( 8p \sqrt{p} \) and \( p \log p \), respectively.

However, if the cost of the network is considered to be a function of the bisection width of the network, as may be the case in VLSI implementations [10], then the picture improves for the mesh. The bisection widths of a hypercube and a mesh containing \( p \) processors each are \( \frac{p}{2} \) and \( \sqrt{p} \) respectively. In order to match the performance of the mesh with that of the hypercube for the binary-exchange algorithm, each of its channels has to be made wider by a factor of \( w = 2\frac{\sqrt{p}}{\log p} \). In this case, the bisection width of the mesh network becomes \( 2\frac{\sqrt{p}}{\log p} \). Thus the costs of the hypercube and mesh networks with \( p \) processors each, such that they yield similar performance on the FFT, will be functions of \( \frac{p}{2} \) and \( 2\frac{\sqrt{p}}{\log p} \), respectively. Clearly, for \( p > 256 \), such a mesh network is cheaper to build than a hypercube. However, for the transpose algorithm the relative costs of the mesh and the hypercube yielding same throughput will be \( \frac{p}{2} \) and \( 2p \), respectively. Hence the hypercube is still more cost effective by a constant factor.

The above analysis shows that the performance of the FFT algorithm on a mesh can be improved considerably by increasing the bandwidth of its communication channels by a factor of \( \sqrt{p} \). But the enhanced bandwidth can be fully utilized only if there are at least \( \frac{\sqrt{p}}{2} \) data items to be transferred in each communication step. Thus the input data size \( n \) should be at least \( \frac{n\sqrt{p}}{2} \). This leads to an isoeficiency term of \( O(p^{1.5} \log p) \) due to concurrency, but is still a significant improvement for the mesh from \( O(\sqrt{p}2^{2K/p}) \) with channels of constant bandwidth. In fact \( O(p^{1.5} \log p) \) is the best possible isoeficiency for FFT on a mesh even if the channel width is increased arbitrarily with the number of processors. It can be shown that if the channel bandwidth grows as \( O(p^x) \), then the isoeficiency function due to communication will be \( O(p^{5-x/2}2^{K/p}) \) and the isoeficiency function due to concurrency will be \( O(p^{1+x/2} \log p) \). If \( x < 0.5 \), then the overall isoeficiency is determined by communication overheads, and is exponential. If \( x \geq 0.5 \), then the overall isoeficiency is determined by concurrency. Thus, the best isoeficiency function of \( O(p^{1.5} \log p) \) can be obtained at \( x = .5 \).

8 Experimental Results

We implemented the binary-exchange algorithm for unordered single dimensional radix-2 FFT on a 1024-node nCUBE1 hypercube. Experiments were conducted for a range of problem sizes and a range of machine sizes; \( i.e., \) number of processors. The length of the input vector was varied between 4 and 65536, and the number of processors was varied between 1 and 1024. The required twiddle factors were precomputed and stored at each processor. Speedups and efficiencies were computed w.r.t. the run time of sequential FFT running on one processor of the nCUBE1. A unit FFT computation takes\(^3\) approximately 80 microseconds; \( i.e., \) \( t_c \approx 80 \)

---

\(^3\)In our actual FFT program written in C a unit of computation took approximately 400 microseconds. Given that each FFT computation requires four 32-bit additions/subtractions and four 32 bit multiplications, this corresponds to a Mega-FLOP rating of 0.02 which is far lower than those obtained from FFT benchmarks written in Fortran or assembly language. This is perhaps due to our inefficient C-compiler. Since CPU speed has a tremendous impact on the overall scalability of FFT, we artificially increased the CPU speed to a more realistic rating of 0.1 Mega-FLOP. This is obtained by replacing the actual complex arithmetic of the inner loop of the FFT computation by a dummy loop that takes 80 microseconds to execute.
microseconds. Figures 2 through 4 summarize the results of these experiments.

Figure 2 shows the speedup curves for 3 different problem sizes. As expected, for a small problem size (input vector length = 1024), the speedup reaches a saturation point for a small number of processors. Beyond this point, an increase in the number of processors does not result in additional speedup. On the other hand, the speedup curve is nearly linear for a larger problem size (length of input vector = 65536).

$t_w$, the time to transfer a word (8 bytes), was determined to be 16 microseconds from the timings obtained in the experiments. From the experimentally obtained values of $t_w$ and $t_c$, the value of $K \frac{w}{c}$ was found to exceed 1 at $E = .83$ and the isoefficiency curves for $E > .83$ should be non-linear. We selected those sets of data points from our experiment that correspond to approximately the same efficiencies and used these to plot the three isoefficiency curves given in Figure 3. In order to make it easier to see the relationship between problem size and the number of processor, we plot $n \log n$ on the X-axis and $p \log p$ on the Y-axis. The plot is nearly linear for $E = .76$ and $E = .66$, thus, showing an isoefficiency of $\Omega(p \log p)$ which conforms to our analysis. The third curve corresponding to $E = .87$ shows poor isoefficiency. This is in agreement with our analytical results as 0.87 is greater than the break-even efficiency of 0.83.

Using the run times on the hypercube, the corresponding results for a mesh connected computer having identical processor speed and identical communication costs per link were projected. Figure 4 shows the isoefficiency curves for hypercube and mesh connected computers for the same efficiency of 0.66. It is clear that the problem size has to grow much more rapidly on a mesh than on a hypercube to maintain the same efficiency.

Table 1 illustrates the effect of $\frac{w}{c}$ ratio on the scalability of the FFT algorithm on hypercubes. The entries in the table show the slope of $\log n$ to $\log p$ curve for maintaining different efficiencies on 4 different machines, namely, $M_1$, $M_2$, $M_3$ and $M_4$, for which the $\frac{w}{c}$ ratios are 0.2, 1.28, 0.18 and 10.7 respectively. This table also serves to predict the maximum practically achievable efficiencies on these machines for the FFT computation. A machine can easily obtain those efficiencies for which the entry in table is small; i.e., around 1. For example, the entry for machine $M_2$ corresponding to an efficiency of 0.5 is 1.28. Thus it can obtain an efficiency of

![Figure 2: Speedup curves on a hypercube for various problem sizes.](image)
Figure 3: Isoefficiency curves for 3 different values of $E$ on a hypercube.

Figure 4: Isoefficiency curves on mesh and hypercube for $E = 0.66$. 
0.5 even on more than 10,000 processors \((p \approx 2^{17})\) on a FFT problem with \(n = 2^{17 \times 1.28} \approx 2^{22}\), which is only moderately large. A machine for which the entry in the table is large cannot obtain those efficiencies except on a very small number of processors. For example in order to maintain an efficiency of 0.7 on \(M_4\), \(n\) will have to grow asymptotically as \(p^{25}\). In other words, a problem with \(2^{25}\) input data elements is required to get an efficiency of 0.7 even on a 2 processors machine for which the \(\frac{n}{p}\) ratio is equal to that of \(M_4\). Note that as discussed in Section 4, when this figure is less than one, \(n\) has to grow as \(p\) (or \(n \log n\) has to grow asymptotically in proportion with \(p \log p\)) due to concurrency and other factors such as \(t_s\).

Table 2 shows the efficiencies obtainable on a hypercube of type \(M_4\) as a function of number of processors and the size of the input. This table gives an idea as to how large the problem size has to be to obtain reasonable efficiencies on hypercubes of various sizes of type \(M_4\). Clearly, except for unreasonably large problem sizes (with \(n > 2^{30}\)), the efficiencies obtained will be small (< 0.2) for large hypercubes (having a thousand or more nodes) of type \(M_4\).

The reader should note that the \(\frac{n}{p}\) ratios for \(M_1\), \(M_2\), \(M_3\) and \(M_4\) roughly correspond to those of four commercially available machines; \(i.e., nCUBE1, nCUBE2, Intel IPSC/2 and IPSC/RX\) respectively. Their communication channel bandwidths are roughly 0.5, 2.5, 2.8 and 2.8 Megabytes per second and the individual

<table>
<thead>
<tr>
<th>(E)</th>
<th>(M_1)</th>
<th>(M_2)</th>
<th>(M_3)</th>
<th>(M_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>.022</td>
<td>.143</td>
<td>.020</td>
<td>1.19</td>
</tr>
<tr>
<td>0.2</td>
<td>.050</td>
<td>.320</td>
<td>.045</td>
<td>2.68</td>
</tr>
<tr>
<td>0.3</td>
<td>.085</td>
<td>.548</td>
<td>.076</td>
<td>4.59</td>
</tr>
<tr>
<td>0.4</td>
<td>.133</td>
<td>.853</td>
<td>.119</td>
<td>7.14</td>
</tr>
<tr>
<td>0.5</td>
<td>.200</td>
<td>1.28</td>
<td>.178</td>
<td>10.7</td>
</tr>
<tr>
<td>0.6</td>
<td>.300</td>
<td>1.92</td>
<td>.267</td>
<td>16.1</td>
</tr>
<tr>
<td>0.7</td>
<td>.466</td>
<td>2.99</td>
<td>.415</td>
<td>25.0</td>
</tr>
<tr>
<td>0.8</td>
<td>0.80</td>
<td>5.12</td>
<td>.712</td>
<td>42.9</td>
</tr>
<tr>
<td>0.9</td>
<td>1.80</td>
<td>11.5</td>
<td>1.60</td>
<td>96.4</td>
</tr>
<tr>
<td>.95</td>
<td>3.80</td>
<td>24.3</td>
<td>3.38</td>
<td>203</td>
</tr>
</tbody>
</table>

Table 1: Scalability of FFT algorithm on four different hypercubes for various efficiencies. Each entry denotes the ratio of \(\log n\) to \(\log p\).
9 Related Research

Due to the important role that Fourier Transform plays in several scientific and technical computations, there has been a great interest in implementing FFT on parallel computers and studying its performance. In the following, we briefly review the work of other authors who have studied the scalability of FFT and/or have tried to do performance prediction.

Jamieson et al [7] describe an implementation of parallel FFT on the PASM parallel processing system which has a hypercube interconnect. They implement a single dimensional unordered FFT on 2 and 4 processor machines with 2 data elements per processor. From the measurements on these implementations, they estimate various parameters that determine communication and computation times. These parameters are then used to predict the performance of the FFT algorithm with two elements per processor for larger hypercubes. The startup time on the PASM is minimal and hence our analysis for the hypercube is applicable to the PASM by equating $t_{s}$ to zero. Our analysis can provide more general performance predictions as it would be valid for any problem size and any number of processors.

Cvetanovic [8] and Norton et al [32] give a rather comprehensive performance analysis of the FFT algorithm on pseudo-shared memory architectures such as IBM RP/3. They consider various mappings of data to memory blocks and in each case obtain expressions for communication overhead and speedup in terms of the problem size, the number of processors, memory latency, CPU speed and the speed of communication. Following the methodology in our paper, these expressions can be used to compute the scalability of FFT on shared memory systems for various mappings of data.

Chandra, Snir and Aggarwal [1] analyze the performance of FFT and other algorithms on LPRAM - a new model for parallel computation. This model differs from the standard PRAM model as the remote accesses are more expensive than local accesses. The threshold effect on the efficiency described in our paper for the hypercube can be shown to occur for LPRAM and other pseudo-shared memory systems such as RP/3 by doing the scalability analysis along the lines of Section 4.

Parallel FFT algorithms and their implementation and experimental evaluation on various architectures has been pursued by many authors [21, 4, 41, 6, 11, 22, 5]. In most of these cases, analysis of scalability along the lines of this paper can predict the performance for larger number of processors as well as for different problem sizes.

10 Concluding Remarks

We have shown that on the hypercube architecture, almost linear isoeficiency function can be achieved for the FFT computation for efficiencies below a threshold which is determined by the ratio of computation and communication speeds and the desired efficiency. Above this threshold, the isoeficiency function of the binary-exchange algorithm becomes quite bad. This extreme sensitivity of the isoeficiency function to hardware related constants is rather unique to this algorithm. In many other parallel algorithms (e.g., depth-first search [29]), the hardware dependent constants such the CPU speed and communication bandwidth appear only as multiplicative factors in the isoeficiency function. Hence, if the CPU speed goes up by a factor of 10 and nothing else changes (or if the communication speed goes down by a factor of 10 and nothing else changes), then these parallel algorithms obtain similar speedups on 10-times larger problems. But as seen

---

4The processor speeds for nCUBE2, Intel IPSC/2 and IPSC/RX are quoted by the respective manufacturers for FFT benchmarks.
in Example 2 and Table 2, for parallel FFT, even a factor of 2 change in the ratio of computation speed to communication speed causes the scalability to change quite drastically. Similarly, an improvement in the serial algorithm that reduces only the amount of computation will result in a much smaller improvement in the execution time of the parallel implementation of the algorithm. These effects are more pronounced for a large number of processors.

If the hypercube supports cut-through routing, then it is possible to overcome this thresholding effect by using the transpose algorithm. The overall scalability of the transpose algorithm is \( O(p^2) \), but it stays stable for much higher efficiencies than in case of the binary-exchange algorithm. The choice between the two algorithms depends upon the communication related parameters (i.e., \( t_i \) and \( t_w \)) of the machine in use, the size of the problem to be solved and the number of processors available.

The isoefficiency function of parallel FFT on the 2-D mesh architecture is exponential; hence the speedup and efficiency on large-scale mesh connected multicomputers will be poor except on unreasonably large problem instances. It is often claimed that adding worm-hole routing feature to multicomputers makes them as powerful as fully connected multicomputers. This is indeed the case if the message start-up time, \( t_s \), is large and if the sharing of data paths among the messages traveling simultaneously is not significant. But for the FFT computation on meshes, it does not offer any improvement in the overall scalability. The scalability of FFT on a mesh can be improved considerably if the width of inter-processor links is increased as a function of the number of processors \( p \). The optimal isoefficiency function for the mesh is \( O(p^{1.5} \log p) \) and is achieved when the bandwidth of the communication channels is increased as \( O(\sqrt{p}) \). The reader can verify that the isoefficiency function of FFT on 3-D mesh architecture is also exponential and can be derived by an analysis similar to the one given for the 2-D mesh in this paper.

Analysis very similar to that in Section 4 can be performed to obtain the isoefficiency functions for the FFT algorithm on other types of architectures. For example, the isoefficiency analysis for a MIMD hypercube/mesh in Section 4 is directly applicable to a SIMD hypercube/mesh if the message startup time is ignored. Similarly, if \( t_i \) and \( t_h \) are considered zero and \( t_w \) is considered to be the latency due to non-local memory access, the analysis for the hypercube is applicable for a shared memory architecture because on the hypercube, each communication occurs between directly connected processors.

Different parallel architectures such as mesh, hypercube, and omega-network-based shared memory architectures have different scalability from the viewpoint of cost. Our analysis in Section 7 shows that for the FFT computation, hypercube is more cost-effective than a 2-D mesh even if the cost of the communication network based on the total number of communication channels is taken into account. Similar conclusions can be drawn for a 3-D mesh as well.
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Table 3: Binary representation of the various powers of $\omega$ calculated in different iterations of an 8 point FFT. 

$l$ refers to the iteration number.

**Appendix A**

Refer to the FFT algorithm given in Figure 1. In the $l$th iteration of the loop starting at Line 3 of the algorithm, $\omega^k$ is computed for some $i$ ($0 \leq i < n$) such that $k$ is the integer obtained by reversing the order of the $l + 1$ most significant bits of $i$ padded by $n - l - 1$ zeros to the right. As an example, the binary representation of the powers of $\omega$ required for all values of $i$ and $l$ are shown in Table 4. For instance, from the first row of the table it is evident that only 2 powers of $\omega$ are required for $l = 0$. When $p = n$, each processor is responsible for one column of the table. The maximum number of powers of $\omega$ that a processor (say the last one in this case) calculates is 3; i.e., $\log n, n$ being equal to 8. If $p = \frac{n}{2} = 4$, then the last processor will be responsible for the last two columns of the table and will compute 4 powers - one each for the first 2 values of $l$ and two for the last one. Let $h(n, p)$ be the maximum number of such powers computed by any processor while doing an $n$ point FFT on $p$ processors. Assume that both $n$ and $p$ are powers of 2. Then, as can be seen from Table 4, $h$ is defined by the following recurrence:

$$
\begin{align*}
    h(n, 1) &= n, \\
    h(p, p) &= \log p, \quad (p \neq 1); \\
    h(n, p) &= h(n, 2p) + \frac{n}{p} - 1, \quad (p \neq 1, n > p);
\end{align*}
$$

The solution for this recurrence for $p > 1$ and $n \geq p$ is $h(n, p) = 2(\frac{n}{p} - 1) + \log p$. Thus the total cost of computation of the twiddle factors over all the processors is $t'(2(n - p) + \log p)$, where $t'$ is the cost of computing one twiddle factor. Since $n$ powers of $\omega$ have to be computed in the sequential algorithm as well, an overhead of $t'(n + \log p - 2p) = \Theta(n + p \log p)$ is incurred due to extra computations in a parallel implementation on $p$ processors. This overhead is independent of the architecture (processor interconnection network) of the MIMD machine being used for the computation.

**Isoefficiency Due to Extra computations**

In the sequential algorithm given in Figure 1, Line 8 is executed $n \log n$ times. But there are only $n$ powers of $\omega$ (also known as twiddles factors) that are used. So these $n$ values\(^5\) can be precomputed at a cost of $\Theta(n)$ and stored in an array before starting the loop at Line 3.

Now consider the extreme case of one element per processor; i.e., $p = n$ and each processor computes one value in Line 8. Each of the $n$ processors execute this step $\log n$ times, and it can be shown that at least some of the processors use a new power of $\omega$ in each of the $\log n$ iterations. There are two ways to deal

---

\(^5\)Only half of these values have to be actually calculated as the other half are conjugates of these values and can be derived by changing the sign of the imaginary part.
Table 4: Maximum number of new powers of $\omega$ used by any processor in each iteration for an 8 point FFT.

with the twiddle factors. If FFT of the same size is being computed repeatedly, the the twiddle factors can be precomputed once and stored at a cost of $O(n \log n)$ memory overhead as $O(n)$ processor need store $O(\log n)$ twiddle factors. This does not involve any computational overhead in the parallel implementation of FFT over the serial algorithm. But sometime it might not be feasible to use prestored twiddle factors. For example, for different values of $n$ and $p$, each processor needs a different set of twiddle factors. There are published parallel FFT implementations that compute twiddle factors on the fly [21, 22]. If the twiddle factor computation is a part of an FFT implementation, then an overhead of $\Theta(n + p \log p)$ is incurred due to these extra computations.

The total useful work done in an $n$ point FFT is $t_c n \log n$ and the overhead for an $n$ point FFT computation on a $p$ processor machine due to extra computations has a cost of $t'_c (n + p \log p)$, where $t'_c$ is the cost of computing one twiddle factor. In order to determine the isoefficiency function, we need to balance the useful work against the overhead; i.e., satisfy Equation (2). Since the problem size $W$ is $t_c n \log n$, for a fixed efficiency, $t_c n \log n = K t'_c (n + p \log p)$ must be satisfied. As $n \log n$ always grows faster than $n$, balancing $W$ against the second term of the overhead yields the following isoefficiency function:

$$W = K t'_c p \log p$$  \hspace{1cm} (13)
Appendix B

Some Other Scalability Metrics

Apart from the isoefficiency function, some other metrics have been proposed to study the scalability of parallel algorithm architecture combinations. Here we present a brief\(^6\) scalability analysis of the 1-D unordered radix-2 FFT using these metrics.

Gustafson, Montry and Benner [18, 17] were the first to experimentally demonstrate that by scaling up the problem size one can obtain near-linear speedup on as many as 1024 processors. Gustafson et. al. introduced a new metric called “scaled speedup” to evaluate the performance on practically feasible architectures. This metric is defined as the speedup curve obtained when the problem size is increased linearly with the number of processors. If the scaled-speedup curve is good (e.g., close to linear), then the algorithm-architecture combination is considered scalable. The scaled speedup for the FFT when the problem size grows linearly with \(p\) (i.e., \(t_n \log n = p\)) is approximately \(\frac{b_p}{t_c + t_u}\) on a hypercube and \(\frac{t_p}{t_c + t_u} + \frac{t_a}{t_c + t_u}\) on a mesh within double log terms. It is clear that the algorithm attains near linear speedup on the hypercube, whereas the speedup on the mesh is much worse.

Karp and Flatt [23] introduced experimentally determined serial fraction \(f\) as a new metric for measuring the performance of a parallel system on a fix-sized problem. If \(S\) is the speedup on a \(p\)-processor system, then \(f\) is defined as \(\frac{1/S - 1/p}{1 - 1/p}\). Smaller values of \(f\) are considered better. If \(f\) increases with the number of processors, then it is considered as an indicator of rising communication overhead, and thus an indicator of poor scalability. The values of Karp and Flatt’s serial fraction are \(\frac{\log p}{t_c \log n}\) and \(\frac{t_c}{\sqrt{p} \log n}\) for the hypercube and the mesh respectively. Clearly the serial fraction is much lower on a hypercube than on a mesh.

Zorbas et. al. [49] introduce the concept of an overhead function \(\Phi(p)\). A \(p\)-processor system scales with overhead \(\Phi(p)\) if the run time \(T_p\) on \(p\) processors satisfies \(T_p \leq C(W_t + \frac{W_a}{p}) \times \Phi(p)\). The smallest overhead function that satisfies this equation is called the systems overhead function and is defined by \(\frac{T_p}{C(W_t + W_a/p)}\). The values of Zorbas’ overhead function for the two architectures are \(1 + \frac{t_c \log p}{t_c \log n}\) (hypercube) and \(1 + \frac{t_c \sqrt{p}}{t_c \log n}\) (mesh) respectively. According to Zorbas’ definition, for a certain rate of growth of the problem size w.r.t. \(p\), if the overhead function remains constant, then the parallel algorithm architecture is scalable. It can be verified that forcing these overhead functions to constant values will lead to the same relations between \(n\) and \(p\) as those given by the isoefficiency function.

Nussbaum and Agarwal [33] defined scalability of an architecture for a given algorithm as the ratio of the algorithm’s asymptotic speedup when run on the architecture in question to its corresponding asymptotic speedup when run on an EREW PRAM. Assuming that \(O(n)\) speedup can be obtained on an ideal PRAM architecture by using \(n\) processors, the scalability of the FFT algorithm according to Nussbaum and Agarwal’s definition will be \(\frac{b}{t_c + t_u}\) and \(\frac{b}{t_c + t_u}\) on a hypercube and a mesh respectively. Thus, this metric also suggests a much better scalability for the FFT on the hypercube than on the mesh.

---

\(^6\)\(t_c\) and \(t_u\) have been ignored here.
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Scalability Analysis of Other FFTs

In the previous section, we presented a detailed scalability analysis of the simple unordered single dimensional radix-2 FFT algorithm. In this section we briefly describe how the analysis of the previous section can be adapted to study the scalability of various variants of the algorithm described in Section 3. The form of the isoefficiency functions for the two architectures studied here (the mesh and the hypercube) does not change for these algorithms.

Isoefficiency Functions for Ordered FFT

The algorithm described in Figure 1 is called unordered FFT because the elements of the result vector are stored in bit reversed indices. It can be shown[32] that an ordered transform can be obtained with at most $2d + 1$ communication steps, where $d = \log p$. Clearly an unordered transform is preferred where applicable. The output vector does not have to be ordered when the transform is used as a part of some bigger computation and as such remains invisible to the user [41]. Since the unordered FFT computation requires only $d$ communication steps, $T_o$ for ordered FFT will be roughly double of that for unordered FFT. The scalability characteristics of ordered FFT will thus be similar to that of unordered FFT but the threshold of $E$ till which the isoefficiency function remains $O(p \log p)$ is lower. For instance, replacing $t_o$ by $2t_o$ in Equation (7) yields an isoefficiency function of $\Theta(p^{2K} \log p)$ for the ordered FFT on a hypercube. Referring to Example 1, the isoefficiency function for ordered FFT will be $\Theta(p \log p)$ for $E \leq 0.33$ only. For $E = 0.9$, the isoefficiency function is $\Theta(p^{18} \log p)$, which is much worse than that for the ordered case.

Isoefficiency Functions for Multidimensional FFT

One way of computing a $q$-dimensional FFT over $q$-dimensional data is to successively compute single dimensional FFT along all the dimensions of the input data array. For example, two dimensional FFT of square grid of data can be computed by calculating the FFT of all the rows of the input array and then calculating the FFT of all the columns of the resulting array.

The isoefficiency functions of the multidimensional FFT have the same forms as that of the single dimensional FFT. A brief isoefficiency analysis of two-dimensional FFT is presented below. The analysis for higher dimensional FFTs is similar.

Two Dimensional FFT on a Hypercube

Assume that we are given a $p$ processor hypercube such that $p = 2^{2d}$. Now it is possible to map a $\sqrt{p} \times \sqrt{p}$ virtual mesh on to the hypercube such that each row and each column of the mesh maps to a subcube of size $2^d$.

Assume that the input array is $\sqrt{n} \times \sqrt{n}$ such that $n = 2^r$, where $r \geq d$. Now we map the $\sqrt{n} \times \sqrt{n}$ input array on to the $\sqrt{p} \times \sqrt{p}$ processor mesh naturally. The processor in the $i$th row and the $j$th column has the elements from $\frac{n}{\sqrt{p}}(i - 1) + \frac{m}{\sqrt{p}}$ to $\frac{n}{\sqrt{p}}i - 1$ rows and from $\frac{n}{\sqrt{p}}(l - 1) + \frac{m}{\sqrt{p}}$ to $\frac{n}{\sqrt{p}}l - 1$ columns of the input array.

In the first phase of the algorithm, $\sqrt{p}$ processors in each row of the virtual mesh compute one-dimensional FFT over $\frac{n}{\sqrt{p}}$ rows of the data residing in these processors. Thus all the $\sqrt{p}$ hypercubes (each containing $\sqrt{p}$ processors ) perform $\frac{n}{\sqrt{p}}$ single dimensional FFT computations (each one over $\sqrt{n}$ data points). In the second phase, $\sqrt{p}$ groups of $\sqrt{p}$ processors each compute the one dimensional FFT over the columns of the data matrix.
In each phase, \( \sqrt{n} \) FFT computations, each over \( \sqrt{n} \) data elements, are performed. Therefore, the total useful work done in each phase is \( \sqrt{n} \times t_c \sqrt{n} \log \sqrt{n} = t_c n \log \sqrt{n} \). Hence the sum total of time taken by all the processors over both the phases is \( t_c n \log n \), which is same as the \( W \) for 1-D FFT computation. If we ignore the startup and per-hop times, then \( T_o \) in the first phase is given by \( t_w \) (per word communication time) \( \times p \) (total number of processors) \( \times 2 \sqrt{n} / \sqrt{p} \) (number of 1-D FFT computations by each subcube) \( \times \sqrt{n} / \sqrt{p} \) (number of data elements per processors for each 1-D computation as \( \sqrt{p} \) processors are computing a \( \sqrt{n} \) point 1-D FFT) \( \times \log \sqrt{p} \) (number of iterations requiring communication), which is equal to \( t_w n \log \sqrt{p} \). Similarly, \( T_o \) for the second phase is also given by \( t_w n \log \sqrt{p} \). Thus, the overall \( T_o \) is given by \( t_w n (\log \sqrt{p} + \log \sqrt{p}) \) which is equal to \( t_w n \log p \). This expression is same as the corresponding expression for 1-D FFT. The reader can verify that \( T_o \) is the same for both 1-D and 2-D FFT computations even if \( t_c \) and \( t_h \) are taken into account.

Since both \( W \) and \( T_o \) are same, the isoefficiency function for the 2-D FFT on a hypercube is also given by Equation (7).

Another way to perform a 2-D FFT computation on a multicomputer is to distribute data in multiples of rows (or columns) on the processors, perform the 1-D computation over the rows (or columns), transpose the data, and perform 1-D computation over the columns (or rows). None of the computation phases require any communication as all the communication is performed in the transposition step. This can be done if \( p \leq \sqrt{n} \). Since only a maximum of \( \sqrt{n} \) processors can be used, by an argument similar to that in Section 6.1, it can be shown that \( \sqrt{n} \) needs to grow as fast as \( p \) or \( W \) needs to grow as fast as \( t_c (p \log p)^2 \) in order to keep all processors busy. Thus the lower bound on the isoefficiency function for this implementation is worse than the previous one which is more scalable by virtue of its greater concurrency as long as \( E \) is below the threshold value.

It can be shown that the results of this section do not change if the input array is not square.

**Two Dimensional FFT on a Mesh**

In this section we present the isoefficiency analysis for 2-D FFT computation on a mesh for a simple data mapping. Let a \( \sqrt{n} \times \sqrt{n} \) array of data elements be mapped on a \( \sqrt{p} \times \sqrt{p} \) such that each processor gets \( \frac{\sqrt{n}}{\sqrt{p}} \) elements (assuming \( \sqrt{n} \) is divisible by \( \sqrt{p} \)). Communication cost in each phase will be \( t_c \log \sqrt{p} + (t_h + t_w \frac{\sqrt{n}}{\sqrt{p}}) \sqrt{p} \) and hence \( T_o \) is equal to \( t_c \log p + 2(t_h + t_w \frac{\sqrt{n}}{p}) \sqrt{p} \). As shown in the previous sub-section, \( W \) is \( t_c n \log n \). Again the expressions for both \( T_o \) and \( W \) are same for 1-D and 2-D FFT computations on a mesh and hence the corresponding isoefficiency function are given by Equation (10).

---

7The constants in the exponents can be improved by more complicated mappings of data to processors, but the form of the isoefficiency function remains the same.
Appendix D

Isoefficiency on a Mesh-CT

Before we analyze the scalability of FFT on a mesh with cut-through routing, we study contention of communication channels as a source of overhead. It is quite possible that the data paths between two pairs of communicating processors share a common channel. For example, consider a linear array of four processors such that the first one wants to communicate with the third one and second with fourth. Now the link between the second and the third processor is a part of both the data paths. However, on a multicomputer without CT hardware, this does not present any problem since whole messages hop from one node to the other on their way to the destination. In this case, in the first step, the message sent by the first processor will go to the second processor and the one sent by the second processor will go the third one. In the second step, both the messages shall reach their respective destinations. Thus, despite a partially common data path, there was no contention for the communication channel because the two messages passed through the common path at different times. On a multicomputer with CT hardware, this situation can lead to contention for the communication channel if the message size is large. This will happen if the first byte of the message sent by the first processor reaches the second processor before the latter could finish sending out all the bytes of its message to the third processor.

Assuming \( t_h \) to be small, for large messages, the time required to transfer a message of size \( m \) at a distance of \( l \) hops on a multicomputer with CT hardware is \( t_s + t_h l + t_w m q \), where \( q \) is the number of messages sharing a common data channel. The reason is that effectively \( m \times q \) bytes are being transferred over the same channel at the same time.

The communication cost for FFT on a multicomputer with cut-through routing is given by by the following equation if \( z_l \) is the distance between the communicating processors in the \( l \)th iteration and each processor has \( \frac{n}{p} \) words.

\[
T_o = p \times 2 \sum_{i=0}^{l=(\log \sqrt{p})-1} (t_s + t_h 2^l + t_w \frac{n}{p})
\]

\[
= \approx 2p(t_s \log \sqrt{p} + t_h \sqrt{p} + t_w \frac{n}{p} \log \sqrt{p})
\]

This yields the following equations for the isoeficiency function:

\[
W = K t_s p \log p \quad (14)
\]

\[
W = 2K t_h p^{1.5} \quad (15)
\]

\[
W = K t_w \times p^{\frac{k}{2}} \times \log p \quad (16)
\]

But on a mesh with CT, another term due to contention for communication contributes to the overheads. Consider the example of Section 4.2 ant the iteration of the loop starting on Line 3 in which the processors whose numbers differ by 4 (i.e., the 2nd bit from the right is different) communicate in pairs. Now in the first row, the link between processors 3 and 4 has to carry the data of all the 4 communications in that row; i.e., between 0 and 4, 1 and 5, 2 and 6 and 3 and 7. In general, for \( p \) processors, the communication cost will be given by the following:

\[
T_o = p \times 2 \sum_{i=0}^{l=(\log \sqrt{p})-1} (t_s + t_h 2^l + t_w \frac{n}{p} 2^l)
\]

\[
= \approx 2p(t_s \log \sqrt{p} + t_h \sqrt{p} + t_w \frac{n}{p} \sqrt{p})
\]
This is because when the distance between the communicating processors is \( x \) hops, then there is at least one link that carries \( x \) messages. This expression is same as that in case of a simple mesh and hence the isoefficiency function will be same too. Thus addition of the cut-through routing feature does not enhance the performance of the FFT algorithm on meshes.

Mapping the input vector \( X \) on to processors in a different way will not help because for any mapping there will be at least one iteration in which \( \Theta(n) \) data items will have to cross the vertical line cutting across the middle of the mesh [43]. Since there are only \( \Theta(\sqrt{p}) \) channels crossing this line, the communication time for this iteration will be \( \Theta(\frac{n}{\sqrt{p}}) \). As a result, the isoefficiency function would be no better than that given by Equation (10).
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FFT With Overlapped Communication

In the implementation of the 1-D FFT described in this paper, each processor in each of the \( \log n \) iterations performs some computation on \( \frac{n}{p} \) data elements and performs a communication step (if required in that particular iteration) involving \( \frac{n}{p} \) data elements. If \( t_w \frac{n}{p} \) is greater than \( t_c \) on a machine, then it is beneficial to break the message into smaller chunks for communication. A fraction of the \( \frac{n}{p} \) elements can be processed and communicated before the next batch is processed; and thus communication can be overlapped with computation. This, however, is possible only on machines that have separate I/O processors to handle message passing, such as Ncube/2, Intel IPSC/2, etc. Now consider a simplified case in which \( t_r = 0 \). In this case it is beneficial to process and communicate one element at a time. So the effective time to communicate the \( \frac{n}{p} \) data elements between two directly connected processors becomes \( (t_w - t_c)\frac{n}{p} + t_h \) if \( t_w > t_c \), or simply \( t_h \) if \( t_w \leq t_c \). In the former case, the isoefficiency function on a hypercube due to communication is given by \( K(t_w - t_c) p^{K(t_w - t_c) / t_c} \log p \) and in the latter case it is simply \( K t_h p \log p \). Thus, pipelining does lead to an improvement in the scalability. But as long as \( t_w > t_c \), the form of the isoefficiency function remains the same.

In Example 2, if the isoefficiency function is taken as \( K(t_w - t_c) p^{K(t_w - t_c) / t_c} \log p \), then it will be \( \Theta(p \log p) \) for \( E \leq 0.67 \) and \( \Theta(p^{4.5} \log p) \) for \( E = 0.9 \).

It can be shown that the isoefficiency function for a mesh with the pipelined implementation of FFT is

\[
2K(t_w - t_c)\sqrt{p} \times 2^{K(t_w - t_c)\sqrt{p}} \text{ if } t_w > t_c \text{ and } 2K t_h p^{1.5} \text{ if } t_w \leq t_c.
\]