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Dynamic programming algorithms guarantee to find the optimal alignment between two sequences. For more than a few sequences, exact algorithms become computationally impractical, and progressive algorithms iterating pairwise alignments are widely used. These heuristic methods have a serious drawback because pairwise algorithms do not differentiate insertions from deletions and end up penalizing single insertion events multiple times. Such an unrealistically high penalty for insertions typically results in overmatching of sequences and an underestimation of the number of insertion events. We describe a modification of the traditional alignment algorithm that can distinguish insertion from deletion and avoid repeated penalization of insertions and illustrate this method with a pair hidden Markov model that uses an evolutionary scoring function. In comparison with a traditional progressive alignment method, our algorithm infers a greater number of insertion events and creates gaps that are phylogenetically consistent but spatially less concentrated. Our results suggest that some insertion/deletion “hot spots” may actually be artifacts of traditional alignment algorithms.

Progressive Alignment and Insertions

In a pairwise alignment, an insertion is not distinguished from a deletion, but in a progressive multiple alignment the two events are drastically different: deletions are naturally penalized only at the place where they occur, whereas insertions have to be handled in every alignment performed between their original occurrence and the root of the guide tree (Fig. 1). The penalty for each insertion event should, however, be incurred only once.

Traditional progressive algorithms inherently consider all gaps as deletions and use heuristics to correct for the cost of repeated handling of insertions; for example, CLUSTALW (9) encourages alignment gaps to overlap by lowering the gap penalty at sites where gaps already exist and increasing it at sites that do not have gaps but are within a short distance of an existing gap. Such heuristic rules do reduce the cost of insertion events and discourage nonhomologous characters from matching inserted sites but also discard the phylogenetic information that indel events contain and try to explain all spatially close length differences with the same few gapped sites. In addition, methods that do not distinguish insertions from deletions necessarily infer ancestral sequences that do not represent the actual sequence history but, unrealistically, get longer the deeper into the tree the progressive algorithm proceeds.

Progressive Alignment Algorithm for Sequences with Insertions

Whereas a single pairwise alignment does not indicate whether length differences between two sequences are caused by insertion or deletion, information from an evolutionarily related outgroup sequence can differentiate the events; in progressive alignment the comparison between the first pair and the related outgroup is, inherently, performed in their subsequent alignment. We describe an algorithm that allows for any substring of a sequence marked as a gap in previous alignments to be skipped, thereby incurring no additional penalty. This procedure is appropriate for an insertion; our algorithm also considers whether a better alignment may be
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Four sequences are aligned by applying our gap-flagging approach. In the not having grandchild sequences. (Top) The alignment is performed according to a binary guide tree. The alignment progresses from the terminal nodes toward the root of tree, such that the alignment at each internal node is performed before the node itself is aligned with its sister node. We describe our method of correcting for insertion sites by using a probabilistic alignment algorithm as an example, although with minor modifications the method is applicable to any type of dynamic programming algorithm used in a progressive manner.

Notation. The alignment is performed according to a binary guide tree that, for N extant sequences, consists of 2N − 1 nodes and 2N − 2 edges connecting them. We describe the tree with its root node drawn to the extreme left; a node is terminal if it is not connected to nodes on its right side; otherwise it is internal. An internal node is the parent of two child nodes that are sisters to each other. Terminal nodes are associated with extant sequences, and internal nodes are associated with conditional probabilities given their descendants (see below). We denote sequence and node with x, and the edge leading to the node with x (see Fig. 1 for examples).

**Hidden Markov Model (HMM) for Probabilistic Alignment**

We illustrate the modification in the dynamic programming algorithm by implementing it with an evolutionary scoring function similar to that described in ref. 16. This approach allows for a realistic modeling of the substitution process and, by considering the information contained in partial multiple alignments of descendant sequences that are already solved, makes the alignment algorithm more robust against locally ambiguous solutions or uncertainty of character states in ancestral sequences. A normalization of the match and gap probabilities ensures that matching two random sites is not favored over two independent gaps and significantly reduces the chances of erroneous alignment of unrelated sequences. We incorporate the scoring function into a probabilistic alignment algorithm and can thus describe the whole model as a pair HMM (15).

We believe that both the distinction between insertions and deletions and the realistic match/gap scoring help our method to avoid overmatching of the sequences aligned and thus produce improved alignments. Our approach provides an efficient means of combining the clarity of a true pairwise alignment method with the robustness of traditional methods for progressively aligning alignments or profiles (9, 13) and permits us to employ evolutionary modeling techniques, already established in phylogenetics (17), in the sequence alignment. Furthermore, our ability to identify insertion events permits us to locate affected sites in order to infer ancestral sequences and get a more realistic picture of the evolutionary history.

**Methods**

Progressive algorithms build the multiple alignment by the iteration of pairwise alignment in the internal nodes of a predefined guide tree. The alignment progresses from the terminal nodes toward the root of tree, such that the alignment at each internal node is performed before the node itself is aligned with its sister node. We describe our method of correcting for insertion sites by using a probabilistic alignment algorithm as an example, although with minor modifications the method is applicable to any type of dynamic programming algorithm used in a progressive manner.

**Notation**

The alignment is performed according to a binary guide tree that, for N extant sequences, consists of 2N − 1 nodes and 2N − 2 edges connecting them. We describe the tree with its root node drawn to the extreme left; a node is terminal if it is not connected to nodes on its right side; otherwise it is internal. An internal node is the parent of two child nodes that are sisters to each other. Terminal nodes are associated with extant sequences, and internal nodes are associated with conditional probabilities given their descendants (see below). We denote sequence and node with x, and the edge leading to the node with x (see Fig. 1 for examples).
Alignment HMM and Evolutionary Scoring Function. We implement an affine gap pairwise alignment method by using a HMM loosely based on refs. 15 and 16, consisting of three nonsilent states, X, Y, and M, where either a character is matched against a gap, a gap is matched against a character, or two characters are matched, respectively. It is convenient to draw our model with an additional silent wait state W that links the character-emitting states X, Y, and M (see Scheme 1).

Transitions to character-emitting states are then simply defined by the gap opening probability δ, and transitions back to the wait state by the gap and match extension probabilities ε and γ. Of these probabilities, ε and γ are fixed, and δ is defined by an indel rate ρ and the evolutionary distance δ = 1 − e^{−(ρ/εγ)} where |x| and |y| denote the lengths of the edges x and y between the parent node and the sister nodes to be aligned.

We consider a pairwise alignment of sequences x and y consisting of characters x₁, ..., xₙ and y₁, ..., yₙ. Sequence sites are described with vectors of probabilities, pₓ(xi), that site i in sequence x has character a. A terminal node, the observed character is given a probability of 1 and others are set to 0. At internal nodes, the pₓ(xi) are defined from the pairwise alignment of the child nodes as the conditional probability of all possible parent characters given the child sites and all their descendants related by a phylogenetic tree. This approach resembles the standard maximum likelihood computation in phylogenetics (15, 18).

Character emission is defined by an evolutionary substitution model [such as that of Jukes and Cantor (19) or Hasegawa, Kishino, and Yano (20)] and the evolutionary distance between the parent and the child sequences. In state M, the conditional probability for a parent character a at ancestral position zₖ, given the child character distributions, is defined by

\[ L_{z_k}^M(a) = \sum_b s_{ab}(x)p_b(x) \sum_y s_{aw}(y)p_w(y), \]  

where sₓ(x) is the substitution probability between characters a and b given |x| (the evolutionary distance between sequence x and its immediate ancestor) and the evolutionary substitution model [and similarly for sₚ(x)]. Because zₖ cannot be known, the match probability is computed over all possible character assignments a at the parent site. Finally, we define dₓ,y, a normalized evolutionary score for matching sites x and y, by dividing the probability of the observed character emission by the probability of the process emitting the same output randomly,

\[ d_{x,y} = \frac{\sum_a q_{a} L_{z_k}^M(a)}{\sum_a q_{ab} p_b(x) \sum_y q_w p_w(y)}, \]  

where qₓ denotes the equilibrium frequency of character a.

Emission in states X and Y, i.e., during the creation of gaps, is defined by the equilibrium frequencies of the possible characters at the child site and their conditional probabilities given the subtree below that child. Because of the normalization step (see Eq. 2), however, we can ignore the computation and define gap scores \( d_{y} = d_{y, y} = 1 \).

**Standard Progressive Alignment.** Two sequences are aligned pairwise by searching for the most probable state path, also called the Viterbi path (15), through the HMM (see below). Because of our description of sequence sites as vectors and the normalization of the match scores (Eq. 2), we can extend the pairwise alignment to progressive multiple alignment by defining the probability vector \( p_z(z_k) \) for parent site zₖ as the conditional probabilities of characters a given the child sites in the pairwise alignment. Given Eq. 1 and defining \( L_{z_k}^M \) for the single child site, as

\[ L_{z_k}^X(a) = \sum_b s_{ab}(x)p_b(x), \]  

and similarly \( L_{z_k}^Y(a) \) for the single child site y, then \( p_z(z_k) = L_{z_k}^M(a) \) where \( \bullet \) denotes M, X, or Y depending on which is the most probable character-matching event.

If a site is inferred as an insertion and skipped over (see below), we can either set \( p_z(z_k) = 0 \) or copy \( p_z(z_k) \) from the inserted child. Setting these probabilities to zero disallows a site inferred as an insertion from being matched against other sites at any later stage and forces the algorithm to skip over the site in all subsequent alignments (i.e., “insertions open forever”). Copying probabilities from the inserted child means that a site inferred as an insertion is permitted to be matched against other sites at a later stage (i.e., “insertions may be closed”). Biologically, the first approach seems a natural choice, but it has its drawbacks if the alignment order is incorrect or if some of the sequences are incomplete (see Results and Discussion).

Given all of the sites on the alignment path, the ancestral sequence is fully defined and can be aligned with another sequence. Note that ancestral sequences are technically not treated differently from extant ones.

**Progressive Alignment of Sequences with Insertion.** Our approach is based on a simple idea that a preexisting gap can be skipped over, and the subsequence preceding the gap extended as if that substring did not exist. The method requires keeping track of sequence sites that were within a gap in previous alignments (specifically, in the sequences to be aligned and in their child sequences; see below) and can then be seen as a checking of backward pointers that indicate the start sites of preexisting gaps within the alignment matrix rows and columns (Fig. 1). Applied to Gotoh’s original algorithm requiring \( O(3L^2) \) space for a pairwise alignment, the simple pointer approach would require four additional binary vectors [i.e., \( O(4L) \) bits memory] to flag the gapped sequence sites and practically no additional time. A computationally more attractive implementation uses a set of four extra matrices [i.e., an additional \( O(4L^2) \) space] to store the subalignments before preexisting gaps and then may restore and extend these solutions from the gap end points (see Fig. 1 A and B Bottom).

Insertions in different lineages of an evolutionary tree are independent. Therefore, in a pairwise alignment, insertions in two descendant sequences can be arranged to appear in an arbitrary order. Here, we apply the ordering that a preexisting gap in one sequence always comes before a new gap created in the other sequence (Fig. 1 A). This ordering ensures that a preexisting gap cannot interrupt a new insertion, thus defining a single optimal solution for each skipped gap, and results in a saving in memory requirement for our modification of Gotoh’s algorithm, reducing what would otherwise be an \( O(6L^2) \) additional requirement to \( O(4L^2) \).

In practice, quadratic space complexity is too high, and use of a linear-space algorithm is required. Our affine gap cost alignment’s total \( O(7L^2) \) space can be reduced to \( O(17L) \) by using Hirschberg’s algorithm [based on \( O(9L) \) and \( O(8L) \) implemen-
tions of Gotoh’s algorithm and our modification, respectively. For clarity, however, we will describe our algorithm in its $O(7L^2)$ form.

**Alignment Recursion.** In pairwise alignment, a recursive computation defines matrices $v^X$, $v^Y$, and $u^M$ as the probability of obtaining the alignment $x_1 \ldots x_l \ldots y_1 \ldots y_m$ by the extension of subalignment $x_1 \ldots x_l \ldots y_{j+1} \ldots y_m$ or $x_1 \ldots x_l \ldots y_1 \ldots y_{j-1} \ldots y_m$ by a gap, or $x_1 \ldots x_l \ldots y_{j+1} \ldots y_m$ by a match, respectively; in the HMM, these computations correspond to the moves into states $X$, $Y$, and $M$. Our method requires keeping track of the values in these matrices before preexisting gaps, but because of the ordering of insertions, we only need to store the values of $v^X$ and $v^M$ before a gap in sequence $x$ and the values of $v^Y$ and $v^M$ before a gap in sequence $y$. We call these matrices $t^X$ and $t^M$, and $u^X$ and $u^M$, respectively. The values in the storage matrices are copied along the preexisting gap that is to be skipped over, and moves out of these matrices are only allowed back to $v^X$, $v^Y$, and $v^M$ with one exception: in the case that a preexisting gap in the first sequence is followed by another preexisting gap in the second sequence, these matrices are only allowed back to $t^X$ and $t^M$, respectively. The values in the storage matrices are copied along the preexisting gap that is to be skipped over, and moves out of these matrices are only allowed back to $v^X$, $v^Y$, and $v^M$ with one exception: in the case that a preexisting gap in the first sequence is followed by another preexisting gap in the second sequence, these matrices are only allowed back to $t^X$ and $t^M$, respectively.

**Initialization:** $v^x(i, -1)$, $v^y(-1, j)$ are set to 0; $v^X(0, 0) = v^Y(0, 0) = \delta$; $v^M(0, 0) = 1-2\delta$.

**Recursion:** For $i = 0, \ldots, n$; $j = 0, \ldots, m$:

- **PRE-EXISTING GAP STARTS**
  - $\text{if } (f_{\text{pre}}, f_{\text{pre}}) \text{ or } (f_{\text{pre}}, f_{\text{post}})$:
    - $t^X(i, j) = v^x(i-1, j)$; $t^M(i, j) = v^m(i-1, j)$.
  - $\text{if } (f_{\text{post}}, f_{\text{post}})$:
    - $u^X(i, j) = v^x(i, j-1)$; $u^M(i, j) = v^m(i, j-1)$.

- **ONE GAP STARTS WHILE ANOTHER ENDS**
  - $\text{if } (f_{\text{pre}}, f_{\text{pre}}) \text{ or } (f_{\text{post}}, f_{\text{post}})$:
    - $\text{if } (f_{\text{pre}}, f_{\text{pre}})$:
      - $t^M(i, j) = u^m(i-1, j)$.
    - $\text{if } (f_{\text{pre}}, f_{\text{pre}})$:
      - $u^X(i, j) = v^x(i, j-1)$; $u^M(i, j) = v^m(i, j-1)$.

- **PRE-EXISTING GAP CONTINUES**
  - $\text{if } (f_{\text{pre}}, f_{\text{pre}}) \text{ or } (f_{\text{pre}}, f_{\text{post}})$:
    - $t^X(i, j) = t^X(i, j-1)$; $t^M(i, j) = t^M(i, j-1)$.
  - $\text{if } (f_{\text{post}}, f_{\text{post}})$:
    - $u^X(i, j) = u^X(i, j-1)$; $u^M(i, j) = u^M(i, j-1)$.

- **NO PRE-EXISTING GAPS**
  - $t^X(i, j) = 0$; $t^X(i, j) = 0$.
  - $u^X(i, j) = 0$; $u^X(i, j) = 0$.

**Moves from $u^*$ and $u^*$ back to $v^*$:**

- **PRE-EXISTING GAP ENDS IN SEQUENCE $x$**
  - $\text{if } (f_{\text{pre}}) \text{ or } (f_{\text{ preseason}})$:
    - $A = \max(v^x(i-1, j), t^X(i-1, j))$;
    - $B = v^x(i-1, j)$;
    - $C = \max(v^m(i-1, j), t^M(i-1, j))$.
  - $\text{if } (f_{\text{ preseason}}) \text{ or } (f_{\text{ preseason}})$:
    - $D = \max(v^x(i-1, j), t^X(i-1, j))$;
    - $E = v^x(i-1, j)$;
    - $F = \max(v^m(i-1, j), t^M(i-1, j))$.

- **PRE-EXISTING GAP ENDS IN SEQUENCE $y$**
  - $\text{if } (f_{\text{ preseason}}) \text{ or } (f_{\text{ preseason}})$:
    - $D = \max(v^x(i-1, j), u^X(i-1, j))$;
    - $E = v^x(i-1, j)$;
    - $F = \max(v^m(i-1, j), u^M(i-1, j))$.
  - $\text{if } (f_{\text{ preseason}}) \text{ or } (f_{\text{ preseason}})$:
    - $D = \max(v^x(i-1, j), t^X(i-1, j))$;
    - $E = v^x(i-1, j)$;
    - $F = \max(v^m(i-1, j), t^M(i-1, j))$.

- **NO PRE-EXISTING GAPS, ENDING, I.E., STANDARD MOVES**
  - $A = \max(v^x(i-1, j), t^X(i-1, j))$;
  - $B = v^x(i-1, j)$;
  - $C = \max(v^m(i-1, j), t^M(i-1, j))$.
  - $D = \max(v^x(i-1, j), u^X(i-1, j))$;
  - $E = v^x(i-1, j)$;
  - $F = \max(v^m(i-1, j), u^M(i-1, j))$.
  - $G = \max(v^x(i-1, j), t^X(i-1, j))$;
  - $H = v^x(i-1, j-1)$;
  - $I = \max(v^m(i-1, j), t^M(i-1, j))$.

**Termination:** $v^M = \max(v^x(a, m)(1-\varepsilon), v^x(a, m)(1-\varepsilon), v^M(a, m)(1-\gamma))$.

**Algorithm 1.** Progressive alignment of sequences with insertions. A boolean variable $f^i_t$ is true if site $x_i$ is within a gap, otherwise false; $f^j_t$ is true if site $x_i$ and one of its child sites are within a gap, otherwise false. Their values are reversed by the $!$ operator. Conditions in parentheses are true when the variables $f_t$ they contain either all represent $f^i_t$ or all represent $f^j_t$. We use " to indicate indices that range over all permitted values ($X$, $Y$, $M$ for $v^*$; $X$, $M$ for $t^*$; $Y$, $M$ for $u^*$), and $v^f$ denotes the score of the full alignment (for clarity, the possibility of preexisting gaps at the end of sequences is ignored).
alone ensures that the boundaries of the same gap are used for the moves to and from a storage matrix; an alternative approach would separate the skipping of gaps in child and grandchild sequences, requiring more storage matrices and increasing the additional space required by our method from $O(4L^2)$ to $O(8L^2)$.

The dynamic programming recursion for our method is given in Algorithm 1. For clarity, the steps novel to the method are boxed in gray; if these steps are ignored, the algorithm reduces to the standard one.

Results

We illustrate the performance of our method with alignments of real biological sequences, with a full description of the analyses and results in Supporting Text and Figs. 3–15, which are published as supporting information on the PNAS web site.

Analyses. In the first example, we studied 20 primate mitochondrial D-loop sequences with the aim of assessing the effects of (i) the correction for insertion sites [disabled (−) vs. enabled (+)]; (ii) the modeling of the substitution process [JC (16) vs. HKY (20)]; and, when the correction was enabled, (iii) the different ways of handling insertions [insertions may be closed (+) vs. insertions open forever (+F)]. As a reference, we aligned the same data set by using a traditional progressive algorithm [CLUSTALW (9)]. The resulting alignments demonstrate that when the correction is enabled, variation in sequence length is preferentially explained by single insertion events instead of multiple independent deletions (Fig. 2). In contrast to heuristics that encourage any gap to appear at the same position as an existing gap (Fig. 2A), our method tends to create gaps that are consistent with the phylogeny, i.e., are most parsimoniously explained by a single insertion or deletion event (Fig. 2C and D). This feature is even more pronounced when the insertions are forced to stay open (Fig. 2E). In this case, all indel events are strictly consistent with the phylogeny but the algorithm is also more sensitive to missing information (see Discussion). When the traditional method is used (Fig. 2A), the inconsistency of the indel events with the phylogeny suggests that some of the indel “hot spots” may be artifacts of its heuristic correction. Our method considers indels as phylogenetic information, and is naturally sensitive to the order in which the progressive alignments are performed. If sequences are added in an incorrect order (i.e., the guide tree is incorrect), the algorithm may attempt to explain the inconsistency with additional insertions.

Our approach allows for the use of any substitution model for character evolution and can thus take into account, e.g., unequal base frequencies and transition/transversion bias (17). The alignments generated by using different models (JC vs. HKY; Fig. 2C and D) reveal that the result obtained depends on the parameter values chosen, suggesting that subsequent analyses (e.g., phylogenetic inference) that estimate the same parameters may depend on the initial choices made for the sequence alignment.

The benefits of our approach are more obvious in our second example, the alignment of CAV2 region genomic sequences of 5.2–7.0 kilobases in length from chicken and 14 mammals. This data set contains many (often rather long) insertion elements that encourage any gap to appear at the same position as an existing gap (Fig. 2A), our method tends to create gaps that are consistent with the phylogeny, i.e., are most parsimoniously explained by a single insertion or deletion event (Fig. 2C and D). This feature is even more pronounced when the insertions are forced to stay open (Fig. 2E). In this case, all indel events are strictly consistent with the phylogeny but the algorithm may be also more sensitive to missing information (see Discussion). When the traditional method is used (Fig. 2A), the inconsistency of the indel events with the phylogeny suggests that some of the indel “hot spots” may be artifacts of its heuristic correction. Our method considers indels as phylogenetic information, and is naturally sensitive to the order in which the progressive alignments are performed. If sequences are added in an incorrect order (i.e., the guide tree is incorrect), the algorithm may attempt to explain the inconsistency with additional insertions.

Our approach allows for the use of any substitution model for character evolution and can thus take into account, e.g., unequal base frequencies and transition/transversion bias (17). The alignments generated by using different models (JC vs. HKY; Fig. 2C and D) reveal that the result obtained depends on the parameter values chosen, suggesting that subsequent analyses (e.g., phylogenetic inference) that estimate the same parameters may depend on the initial choices made for the sequence alignment.

The benefits of our approach are more obvious in our second example, the alignment of CAV2 region genomic sequences of 5.2–7.0 kilobases in length from chicken and 14 mammals. This data set contains many (often rather long) insertion elements that encourage any gap to appear at the same position as an existing gap (Fig. 2A), our method tends to create gaps that are consistent with the phylogeny, i.e., are most parsimoniously explained by a single insertion or deletion event (Fig. 2C and D). This feature is even more pronounced when the insertions are forced to stay open (Fig. 2E). In this case, all indel events are strictly consistent with the phylogeny but the algorithm may be also more sensitive to missing information (see Discussion). When the traditional method is used (Fig. 2A), the inconsistency of the indel events with the phylogeny suggests that some of the indel “hot spots” may be artifacts of its heuristic correction. Our method considers indels as phylogenetic information, and is naturally sensitive to the order in which the progressive alignments are performed. If sequences are added in an incorrect order (i.e., the guide tree is incorrect), the algorithm may attempt to explain the inconsistency with additional insertions.

Our approach allows for the use of any substitution model for character evolution and can thus take into account, e.g., unequal base frequencies and transition/transversion bias (17). The alignments generated by using different models (JC vs. HKY; Fig. 2C and D) reveal that the result obtained depends on the parameter values chosen, suggesting that subsequent analyses (e.g., phylogenetic inference) that estimate the same parameters may depend on the initial choices made for the sequence alignment.

The benefits of our approach are more obvious in our second example, the alignment of CAV2 region genomic sequences of 5.2–7.0 kilobases in length from chicken and 14 mammals. This data set contains many (often rather long) insertion elements that encourage any gap to appear at the same position as an existing gap (Fig. 2A), our method tends to create gaps that are consistent with the phylogeny, i.e., are most parsimoniously explained by a single insertion or deletion event (Fig. 2C and D). This feature is even more pronounced when the insertions are forced to stay open (Fig. 2E). In this case, all indel events are strictly consistent with the phylogeny but the algorithm may be also more sensitive to missing information (see Discussion). When the traditional method is used (Fig. 2A), the inconsistency of the indel events with the phylogeny suggests that some of the indel “hot spots” may be artifacts of its heuristic correction. Our method considers indels as phylogenetic information, and is naturally sensitive to the order in which the progressive alignments are performed. If sequences are added in an incorrect order (i.e., the guide tree is incorrect), the algorithm may attempt to explain the inconsistency with additional insertions.

Our approach allows for the use of any substitution model for character evolution and can thus take into account, e.g., unequal base frequencies and transition/transversion bias (17). The alignments generated by using different models (JC vs. HKY; Fig. 2C and D) reveal that the result obtained depends on the parameter values chosen, suggesting that subsequent analyses (e.g., phylogenetic inference) that estimate the same parameters may depend on the initial choices made for the sequence alignment.

The benefits of our approach are more obvious in our second example, the alignment of CAV2 region genomic sequences of 5.2–7.0 kilobases in length from chicken and 14 mammals. This data set contains many (often rather long) insertion elements that encourage any gap to appear at the same position as an existing gap (Fig. 2A), our method tends to create gaps that are consistent with the phylogeny, i.e., are most parsimoniously explained by a single insertion or deletion event (Fig. 2C and D). This feature is even more pronounced when the insertions are forced to stay open (Fig. 2E). In this case, all indel events are strictly consistent with the phylogeny but the algorithm may be also more sensitive to missing information (see Discussion). When the traditional method is used (Fig. 2A), the inconsistency of the indel events with the phylogeny suggests that some of the indel “hot spots” may be artifacts of its heuristic correction. Our method considers indels as phylogenetic information, and is naturally sensitive to the order in which the progressive alignments are performed. If sequences are added in an incorrect order (i.e., the guide tree is incorrect), the algorithm may attempt to explain the inconsistency with additional insertions.

Our approach allows for the use of any substitution model for character evolution and can thus take into account, e.g., unequal base frequencies and transition/transversion bias (17). The alignments generated by using different models (JC vs. HKY; Fig. 2C and D) reveal that the result obtained depends on the parameter values chosen, suggesting that subsequent analyses (e.g., phylogenetic inference) that estimate the same parameters may depend on the initial choices made for the sequence alignment.
the General Public License and can be obtained, along with the corresponding data sets and alignments, upon request from A.L.

Discussion

We have developed an algorithm for progressive multiple alignment that distinguishes insertions from deletions and thus avoids penalizing a single insertion event multiple times. With the proper handling of insertion events, our method can avoid the typical overmatching of sequence sites and should produce evolutionarily more correct alignments. Unlike traditional progressive methods, the method also provides realistic estimates of the process that generated the sequences: although the reconstructed sequences contain inserted fragments and get longer in the progressive steps, the recording of the skipped-over gaps permits us to distinguish the inserted regions and to infer realistic ancestral sequences. Obviously, our algorithm does not solve all of the problems that heuristic progressive alignment methods may suffer from; for example, if an alignment of two extant sequences is globally nonoptimal, improved alignments at internal nodes are not able to correct the early error.

We have implemented the correction for insertion sites with a phylogenetic scoring function that can be based on common evolutionary substitution models and takes into account the descendents and their phylogeny for the two sites to be matched. As the score depends on the characters in the descendents, the approach is robust to locally ambiguous or erroneous alignments and, in common with methods aligning alignments, benefits from the information gathered during the progressive alignment steps. Furthermore, the normalization that we perform for the match and gap scores ensures that nonhomologous sequences are much less likely to be erroneously matched. Note that our approach does not contain hidden heuristics: although the gap opening probability is dependent on the evolutionary distance and the substitution model can be arbitrarily complex, the algorithm is purely based on pairwise alignments. The clarity of the approach and the description of the algorithm as a HMM permits us to extend the model easily, e.g., to take into account multiple evolutionary processes, and to use standard tool sets to estimate model parameters or compute posterior probabilities for the obtained solutions.

Within our algorithm, sites that have been inferred as insertions can be forced to be skipped over in all subsequent alignments. Alternatively, matching characters against these sites may be allowed at a later stage. If the phylogeny, and thus the order of alignments, is known to be correct, it may be beneficial to use the phylogenetic information in the patterns of indels by applying the “insertions open forever” rule. This rule may be particularly valuable when sequence similarity is low. However, the dilemma of multiple alignment is that the correct phylogeny is seldom known before the alignment is performed, and a fully correct alignment guide tree cannot generally be expected. By allowing for characters to be matched against skipped-over sites (“insertions may be closed”), the algorithm is less vulnerable to incorrect alignment order. This approach also better handles truncated sequences and missing information because when the strict insertions-open-forever rule is applied for the alignment of incomplete sequences, the sites that are not missing can be inferred as insertions and the resulting alignment can be spread out by many gaps.

By skipping gaps as a whole, our algorithm correctly handles insertions at the same site in sister subtrees, in a subtree and its sister edge, and in two sister edges; it may fail, however, in cases where a deletion in one edge involves a site adjacent to an insertion in its sister edge. Simultaneous insertion and deletion ending at the same site should be rather unlikely and, given a reasonable level of sequence similarity, the subsequent alignment is able to correct the error (although a single insertion now gets penalized twice): multiple events at the same site can be further reduced by a denser sampling of sequences. These insertions are correctly taken care of by our algorithm, but because the number of insertions rises with the number of sequences, they are increasingly problematic to traditional progressive alignment methods. The heuristic adjustment of gap penalties (9) helps to gather gaps in the same alignment columns, but without a clear distinction between insertion and deletion events, commonly used software packages have an inherent tendency to overmatch the sequence sites and to produce overly compact alignments. They not only fail to see alignment gaps as phylogenetic information but, more seriously, may drastically underestimate the number of insertion events and infer alignments that are “too good to be true.”
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